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Summary

The Joint Video Exploration Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its second meeting during 20–26 Feb 2016 at the San Diego Marriott La Jolla in San Diego, US. The JVET meeting was held under the leadership of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany) as responsible coordinators of the two organizations. For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section ‎1.14 of this document.
The JVET meeting sessions began at approximately 0900 hours on Saturday 20 Feb 2016. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately XXXX hours on Friday 26 Feb 2016. Approximately XX people attended the JVET meeting, and approximately XX input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JVET. The subject matter of the JVET meeting activities consisted of studying future video coding technology with a compression capability that significantly exceeds that of the current HEVC standard and evaluate compression technology designs proposed in this area.

One primary goal of the meeting was to review the work that was performed in the interim period since the first JVET meeting in producing the Joint Exploration Test Model 1 (JEM1). Another important goal was to review the work that had been conducted for investigating the characteristics of new test material in the assessment of video compression technology. Furthermore, technical input documents were reviewed, and modifications towards JEM2 were planned. 
The JVET produced XX output documents from the meeting (update):
· ….
· CTC as a separate document
The next four JVET meetings are planned for Thu. 26 May – Wed. 1 June 2016 under ITU-T auspices in Geneva, CH, Fri. 14 – Fri. 21 Oct. 2016 under WG 11 auspices in Chengdu, CN, XXXX and XXXX.
The document distribution site http://phenix.it-sudparis.eu/jvet/ was used for distribution of all documents.

The reflector to be used for discussions by the JVET is the JVET reflector:
jvet@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
https://mailman.rwth-aachen.de/mailman/listinfo/jvet.
1 Administrative topics
1.1 Organization

The ITU-T/ISO/IEC Joint Video Exploration Team (JVET) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JVET are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Video Exploration Team (JVET) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its second meeting during 20–26 Feb 2016 at the San Diego Marriott La Jolla in San Diego, US. The JVET meeting was held under the leadership of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany) as responsible coordinators of the two organizations.
1.2 Meeting logistics

The JVET meeting sessions began at approximately 0900 hours on Saturday 20 Feb 2016. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately XXXX hours on Friday 26 Feb 2016. Approximately XX people attended the JVET meeting, and approximately XX input documents were discussed. The meeting took place in a collocated fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JVET. The subject matter of the JVET meeting activities consisted of studying future video coding technology with a compression capability that significantly exceeds that of the current HEVC standard and evaluate compression technology designs proposed in this area.
Information regarding logistics arrangements for the meeting had been provided via the email reflector jvet@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jvet-site/2016_02_B_SanDiego/.
1.3 Primary goals

One primary goal of the meeting was to review the work that was performed in the interim period since the first JVET meeting in producing the Joint Exploration Test Model 1 (JEM1). Another important goal was to review the work that had been conducted for investigating the characteristics of new test material in the assessment of video compression technology. Furthermore, technical input documents were reviewed, and modifications towards JEM2 were planned. 

1.4 Documents and document handling considerations
1.4.1 General

The documents of the JVET meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jvet/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.
Highlighting of recorded decisions in this report:

· Decisions made by the group that might affect the normative content of a future standard are identified in this report by prefixing the description of the decision with the string "Decision:".
· Decisions that affect the JEM software but have no normative effect are marked by the string "Decision (SW):".
· Decisions that fix a "bug" in the JEM description (an error, oversight, or messiness) or in the software are marked by the string "Decision (BF):".

This meeting report is based primarily on notes taken by the responsible leaders. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. It should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much information about the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.
1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Monday, 15 Feb 2016. Any documents uploaded after 2359 hours Paris/Geneva time on that day were considered "officially late".

All contribution documents with registration numbers JVET-B0xxx and higher were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "B0xxx+" range include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.
One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical design proposal contributions were registered on time but were uploaded late:

· …
The following technical design proposal contributions were both registered late and uploaded late:

· …
The following other documents not proposing normative technical content were registered on time but were uploaded late:

· …
The following contribution registrations were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn contribution, or were registered in error: JVET-B00xx, … .
As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.
It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

A few contributions may have had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in a reasonably timely fashion in all cases (to the extent of the awareness of the responsible coordinators).
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Outputs of the preceding meeting

The output documents of the previous meeting, particularly the JEM1 JVET-A1xxx, and the work plan for test sequence investigation JVET-A1xxx, were approved. The JEM1 software implementation was also approved.
The group had initially been asked to review the prior meeting report for finalization. The meeting report was later approved without modification.
All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.
1.5 Attendance

The list of participants in the JVET meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the responsible coordinators.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Review of results of previous meeting

· Consideration of contributions and communications on project guidance

· Consideration of technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JVET and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.
This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JVET necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jvet-site (JVET contribution templates)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/‌SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director's IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur's group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."
The responsible coordinators invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.
1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the JEM software uses the HEVC reference software copyright license header language is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the JEM software, and for evaluating proposals for technology to be included in the design. This software or parts thereof might be published by ITU-T and ISO/IEC as an example implementation of a future video coding standard and for use as the basis of products to promote adoption of such technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jvet/. 
JVET email lists are managed through the site https://mailman.rwth-aachen.de/mailman/options/jvet, and to send email to the reflector, the email address is jvet@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JVET participants.
It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work.
ftp sites for sequences
1.10 Terminology

Some terminology used in this report is explained below (update with JEM elements):

· ACT: Adaptive colour transform.
· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· ALF: Adaptive loop filter.

· AMP: Asymmetric motion partitioning – a motion prediction partitioning for which the sub-regions of a region are not equal in size (in HEVC, being N/2x2N and 3N/2x2N or 2NxN/2 and 2Nx3N/2 with 2N equal to 16 or 32 for the luma component).

· AMVP: Adaptive motion vector prediction.

· APS: Active parameter sets.

· ARC: Adaptive resolution conversion (synonymous with DRC, and a form of RPR).

· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BC: See CPR or IBC.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BL: Base layer.

· BoG: Break-out group.

· BR: Bit rate.

· BV: Block vector (used for intra BC prediction).

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).

· CC: May refer to context-coded, common (test) conditions, or cross-component.

· CCP: Cross-component prediction.

· CGS: Colour gamut scalability (historically, coarse-grained scalability).

· CL-RAS: Cross-layer random-access skip.

· CPR: Current-picture referencing, also known as IBC – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.

· CTC: Common test conditions.

· CVS: Coded video sequence.

· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DF: Deblocking filter.

· DRC: Dynamic resolution conversion (synonymous with ARC, and a form of RPR).

· DT: Decoding time.

· ECS: Entropy coding synchronization (typically synonymous with WPP).

· EE: Exploration Experiment – a coordinated experiment conducted toward assessment of coding technology.
· EOTF: Electro-optical transfer function – a function that converts a representation value to a quantity of output light (e.g., light emitted by a display.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).

· EL: Enhancement layer.

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standard developed and extended by the JCT-VC, formalized by ITU-T as Rec. ITU-T H.265 and by ISO/IEC as ISO/IEC 23008-2.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· IBC (also Intra BC): Intra block copy, also known as CPR – a technique by which sample values are predicted from other samples in the same picture by means of a displacement vector called a block vector, in a manner conceptually similar to motion-compensated prediction.

· IBDI: Internal bit-depth increase – a technique by which lower bit-depth (8 bits per sample) source video is encoded using higher bit-depth signal processing, ordinarily including higher bit-depth reference picture storage (ordinarily 12 bits per sample).

· IBF: Intra boundary filtering.

· ILP: Inter-layer prediction (in scalable coding).

· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC and HEVC).

· JEM: Joint exploration model – the software codebase for future video coding exploration.

· JM: Joint model – the primary software codebase that has been developed for the AVC standard.

· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.

· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Typically refers to LB, although also applies to LP.

· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.

· LTRP: Long-term reference pictures.
· MANE: Media-aware network elements.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JVET).

· MV: Motion vector.

· NAL: Network abstraction layer (as in AVC and HEVC).

· NSQT: Non-square quadtree.

· NUH: NAL unit header.

· NUT: NAL unit type (as in AVC and HEVC).

· OBMC: Overlapped block motion compensation (e.g., as in H.263 Annex F).

· OETF: Opto-electronic transfer function – a function that converts to input light (e.g., light input to a camera) to a representation value.

· OOTF: Optical-to-optical transfer function – a function that converts input light (e.g. l,ight input to a camera) to output light (e.g., light emitted by a display).

· POC: Picture order count.

· PoR: Plan of record.

· PPS: Picture parameter set (as in AVC and HEVC).

· QM: Quantization matrix (as in AVC and HEVC).

· QP: Quantization parameter (as in AVC and HEVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD).

· RADL: Random-access decodable leading.

· RASL: Random-access skipped leading.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· ROT: Rotation operation for low-frequency transform coefficients.

· RPLM: Reference picture list modification.

· RPR: Reference picture resampling (e.g., as in H.263 Annex P), a special case of which is also known as ARC or DRC.

· RPS: Reference picture set.
· RQT: Residual quadtree.

· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).

· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.

· SD: Slice data; alternatively, standard-definition.

· SEI: Supplemental enhancement information (as in AVC and HEVC).

· SH: Slice header.

· SHM: Scalable HM.

· SHVC: Scalable high efficiency video coding.

· SIMD: Single instruction, multiple data.

· SPS: Sequence parameter set (as in AVC and HEVC).

· TBA/TBD/TBP: To be announced/determined/presented.

· TGM: Text and graphics with motion – a category of content that primarily contains rendered text and graphics with motion, mixed with a relatively small amount of camera-captured content.
· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JVET).

· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.

· WG: Working group, a group of technical experts (usually used to refer to WG 11, a.k.a. MPEG).

· WPP: Wavefront parallel processing (usually synonymous with ECS).
· Block and unit names:

· CTB: Coding tree block (luma or chroma) – unless the format is monochrome, there are three CTBs per CTU.

· CTU: Coding tree unit (containing both luma and chroma, synonymous with LCU), with a size of 16x16, 32x32, or 64x64 for the luma component.
· CB: Coding block (luma or chroma), a luma or chroma block in a CU.

· CU: Coding unit (containing both luma and chroma), the level at which the prediction mode, such as intra versus inter, is determined in HEVC, with a size of 2Nx2N for 2N equal to 8, 16, 32, or 64 for luma.

· PB: Prediction block (luma or chroma), a luma or chroma block of a PU, the level at which the prediction information is conveyed or the level at which the prediction process is performed in HEVC.
· PU: Prediction unit (containing both luma and chroma), the level of the prediction control syntax within a CU, with eight shape possibilities in HEVC:
· 2Nx2N: Having the full width and height of the CU.

· 2NxN (or Nx2N): Having two areas that each have the full width and half the height of the CU (or having two areas that each have half the width and the full height of the CU).

· NxN: Having four areas that each have half the width and half the height of the CU, with N equal to 4, 8, 16, or 32 for intra-predicted luma and N equal to 8, 16, or 32 for inter-predicted luma – a case only used when 2N×2N is the minimum CU size.

· N/2x2N paired with 3N/2x2N or 2NxN/2 paired with 2Nx3N/2: Having two areas that are different in size – cases referred to as AMP, with 2N equal to 16 or 32 for the luma component.

· TB: Transform block (luma or chroma), a luma or chroma block of a TU, with a size of 4x4, 8x8, 16x16, or 32x32.

· TU: Transform unit (containing both luma and chroma), the level of the residual transform (or transform skip or palette coding) segmentation within a CU (which, when using inter prediction in HEVC, may sometimes span across multiple PU regions).

1.11 Opening remarks

· Reviewed logistics, agenda, working practices

· Results of previous meeting: JEM, web site, software, etc.
Should register test sequence investigation and JEM text description as docs of the previous meeting.

1.12 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0800–2000 hours, with coffee and lunch breaks as convenient. Ongoing scheduling refinements were announced on the group email reflector as needed. Some particular scheduling notes are shown below, although not necessarily 100% accurate or complete:
· Sat. 20 Feb., 1st day
· 0900
1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized
· Status and guidance (3) (section 2)
· Analysis and improvement of JEM (11) (section 3)

· Test material investigation (18) (section 4)

· Technology proposals (16) (section 5)

· Withdrawn (1) (section 6)
2 Status and guidance by parent bodies (3)
JVET-B0001 Report of VCEG AHG1 on Coding Efficiency Improvements [M. Karczewicz, M. Budagavi] 

The following summarizes the Coding Efficiency Improvements AHG activities between Q.6/16 VCEG meeting in Geneva, Switzerland (October 2015) and the current meeting in San Diego, USA.
First version of Joint Exploration Test Model Software (HM-16.6-JEM-1.0) was released 17th of December, 2016. The software can be downloaded at:

https://vceg.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-1.0

The following tools were included on top of HM-14.0-KTA-2.0 software:

· Position dependent intra prediction combination (PDPC). 

· Harmonization and improvements for Bi-Directional Optical Flow (BIO).

· Non-separable secondary transform.

· Affine motion prediction.

· Adaptive reference sample smoothing.

Signal dependent transform (SDT) is still being integrated. In addition configuration files were updated to reflect modifications to chroma QP offset.

The table below shows the BD-Rate reduction of JEM1 comparing to HM-14.0 for JCT-VC common test condition for random access configuration.

	
	Random Access Main 10

	
	Y
	U
	V

	Class A
	-20.81%
	-29.93%
	-23.77%

	Class B
	-21.27%
	-13.17%
	-9.24%

	Class C
	-20.65%
	-14.78%
	-18.20%

	Class D
	-20.55%
	-9.84%
	-12.06%

	Class E
	 
	
	 

	Overall
	-20.84%
	-16.71%
	-15.43%


This does not yet include the signal dependent transform, which had not been integrated sufficiently quickly.

The following contributions proposing new tools or the modifications of the existing tools have been registered for this meeting:
· Generic

· JVET-B0023: Quadtree plus binary tree structure integration with JEM tools
· JVET-B0028: Direction-dependent sub-TU scan order on intra prediction
· JVET-B0033: Adaptive Multiple Transform for Chroma
· JVET-B0038: Harmonization of AFFINE, OBMC and DBF
· JVET-B0047: Non Square TU Partitioning
· JVET-B0051: Further improvement of intra coding tools
· JVET-B0058: Modification of merge candidate derivation
· JVET-B0058: TU-level non-separable secondary transform
· JVET-B0059: Improvements on adaptive loop filter
· Screen content

· JVET-B0048: Universal string matching for ultra high quality and ultra high efficiency SCC
· HDR

· JVET-B0054: De-quantization and scaling for next generation containers
· Scalability

· JVET-B0043: Polyphase subsampled signal for spatial scalability
In addition there are two contributions proposing encoder only modifications to JEM:

· JVET-B0039: Non-normative JEM encoder improvements.

· JVET-B0041: Adaptive reference sample smoothing simplification.

There is also a number of contributions analyzing performance of tools already included in JEM1:

· JVET-B0022: Performance of JEM 1 tools analysis by Samsung.

· JVET-B0037: Performance analysis of affine inter prediction in JEM1.0.

· JVET-B0044: Coding Efficiency / Complexity Analysis of JEM 1.0 coding tools for the Random Access Configuration.


· JVET-B0045: Performance evaluation of JEM 1 tools by Qualcomm.

· JVET-B0057: Evaluation of some intra-coding tools of JEM1.

Three of the contributions provide analysis of all the tools currently included in JEM software (JVET-B0022, JVET-B0044 and JVET-B0045). Documents JVET-B0022 and JVET-B0045 include both tool-on and tool-off results, while the document JVET-B0044 only includes tool-on results. Tool-on results in documents JVET-B0022 and JVET-B0045 are the same for all the tools except for cross-component linear model (COM16_C806_LMCHROMA) prediction, secondary transform (COM16_C1044_NSST) and adaptive reference sample smoothing (COM16_C983_RSAF). For cross-component linear model prediction and secondary transform the mismatch is limited to single Class A sequence. The tool-off results in JVET-B0022 and JVET-B0045 differ for larger number of tools: sub-PU level motion vector prediction (COM16_C806_VCEG_AZ10_SUB_PU_TMVP), pattern matched motion vector derivation (VCEG_AZ07_FRUC_MERGE), position dependent intra prediction combination (COM16_C1044_PDPC), cross-component linear model prediction (COM16_C806_LMCHROMA), adaptive reference sample smoothing (COM16_C983_RSAF) and adaptive loop filter (ALF_HM3_REFACTOR).

The AHG recommended
· To review all the related contribution
· Discuss possibility of an extension/annex to HEVC based on the tool analysis submissions
JVET-B0002 Report of VCEG AHG on quality metrics
Deferred.

JVET-B0004 Report of VCEG AHG on test sequences selection (AHG4 of VCEG) [T. Suzuki, J. Boyce, A. Norkin] [miss]

Reviewed Sunday.
Available UGC sequences have too much hand shaking. Would prefer to have sequences that don’t have hand shaking. Stabilizing pre-processing can be applied, and the stablilized version could be the new source.
Sequences chosen for evaluation at the last meeting are available at the Aachen university ftp. There has been a number of input contributions studying the selecting sequences. Four new SCC test sequences have been proposed.Parts of Chimera and El Fuente test sequences chosen at the last meeting have been made available by Netflix under the creative commons-attribution-no commercial use-no derivative 4.0 license.

The following sequences have been uploaded and are available from the Aachen university ftp ftp.ient.rwth-aachen.de.

· Bcom

· Huawei

· Netflix (chosen parts of Chimera and ElFuente)

· University of Bristol.

Full ElFuente and Chimera sequences are available at www.cdvl.org under CDVL license.

Four new screen content coding sequences have been proposed by Tongii university. There are four sequences, 1920x1080, 30 fps, 300 frames, both RGB and YCbCr versions are available.
add more from B0004…
BoG (T. Suzuki, J. Chen) for selection of test material

· Review input contributions, sort out sequences which are assessed to be inappropriate for codec testing (as per assessment of the testers)

· Establish categories per application domain/characteristics, e.g. movie streaming, surveillance, …

· Identify categories (including resolutions besides 4K) where we would like to have content, e.g. user generated content available so far seems inappropriate; also consider whether subsampling could be performed on some of the sequences to generate lower resolution material

· Pre-select around 8+ per category for viewing at compressed results, clarify how many QP points to look at (looking at more rate points should be better to identify the characteristics of the sequences with regard to codec testing, because different degrees of quality should be visible at different rates)

· Also consider the RD behaviour that is reported for selecting the sequences and the QP points to look at

· In the end, we should select around 4 per category (towards a subjective viewing effort as would be performed in context of a CfP)

· As a target, at the end of the meeting, new sequences could be identified to replace class A.
· Discuss whether it would be appropriate for objective testing to use more shorter sequences (for RA/LD) or subsampled (for AI)

· Also noisy sequences should be included if they are typical for content captured by cameras

JVET-B0006 Report of VCEG AHG on JEM software development [X. Li, K. Suehring]

This report summarises the activities of the AhG on JEM software development that has taken place between the 1st and 2nd JVET meetings.
The mandates given to the AhG are as follows:

· Coordinate the development and availability of the "Joint Exploration Model" (JEM) software for future video coding investigation

· Update the software as necessary for bug fixes and new adoptions

· Coordinate with AHG1 on analysis of the behaviour and capabilities of the new proposed features that are integrated into this software

A brief summary of activities is given below.

Software development was continued based on the HM-16.6-KTA-2.0 version. A branch was created in the software repository to implement the JEM-1 tools based on the decisions noted in document TD-WP3-0215. All integrated tools were included in macros to highlight the changes in the software related to that specific tool.

HM-16.6-JEM-1.0 was released on Dec. 17th, 2015.

A few minor fixes were added to the trunk after the release of HM-16.6-JEM-1.0. Those fixes will be included in the next release of JEM.

A branch was created based on HM-16.6-JEM-1.0 for the integration of VCEG-AZ08, which was decided to be reimplemented in HM-16.6-JEM-1.1.

The integration of VCEG-AZ08 was not finalized before the start of the 2nd JVET meeting, thus also no performance report is available. The contributors reported, they are still working on bug fixes. Due to the high complexity in addition to the already complex tools, running full anchors takes more than a week, even with full parallel coding. This makes verification complicated. As encoding time becomes a big burden, fast algorithms which do not degrade software quality should be encouraged. 

As decided on the last meeting, another branch was created for COM16-C966, which was based on HM-13.0.

Software repository and versions

The JEM software is developed using a Subversion repository located at:

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/

The implementation of JEM-1 tools has been performed on the branch

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-16.6-KTA-2.0-dev

The reimplementation of VCEG-AZ08 is performed on the branch

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-16.6-JEM-1.0-dev

The branch for COM16-C966

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/branches/HM-13.0-QTBT

Released versions of HM-16.6-JEM-1.0 can be found at

https://jvet.hhi.fraunhofer.de/svn/svn_HMJEMSoftware/tags/HM-16.6-JEM-1.0

As decided on the last meeting and JVET email reflector, main10 settings of HM test conditions with chroma QP adjustment for AI and RA configurations were used for the tests.

The performance of HM-16.6-JEM-1.0 over HM-16.6-KTA-2.0 and HM-16.6 is summarized as follows.

[image: image1.emf]Y U V EncT DecT Y U V EncT DecT

Class A -2.90% 11.53% 10.71% 196% 100% -15.38% -23.49% -20.05% 2080% 174%

Class B -3.54% 12.86% 12.65% 186% 102% -13.82% -8.76% -6.20% 1991% 172%

Class C -4.54% 8.42% 8.02% 187% 104% -14.84% -11.77% -14.91% 2288% 163%

Class D -3.65% 8.43% 8.18% 187% 103% -11.79% -7.95% -9.36% 2624% 165%

Class E -3.91% 8.28% 7.69% 180% 103% -15.75% -11.97% -14.40% 1464% 175%

Overall  -3.69% 10.13% 9.70% 187% 102% -14.22% -12.63% -12.57% 2084% 169%

Class F (optional) -2.86% 7.00% 7.06% 176% 103% -12.85% -11.56% -11.59% 1599% 147%

Y U V EncT DecT Y U V EncT DecT

Class A -1.80% 21.70% 22.36% 139% 138% -20.81% -29.93% -23.77% 541% 712%

Class B -2.94% 19.34% 19.11% 138% 143% -21.27% -13.17% -9.24% 510% 814%

Class C -3.20% 12.02% 11.76% 133% 152% -20.65% -14.78% -18.20% 547% 847%

Class D -2.86% 12.90% 11.61% 133% 156% -20.55% -9.84% -12.06% 551% 933%

Class E

Overall (Ref) -2.72% 16.66% 16.38% 136% 147% -20.84% -16.71% -15.43% 535% 822%

Class F (optional) -2.86% 8.97% 8.61% 130% 128% -16.45% -14.81% -14.54% 414% 432%

Y U V EncT DecT Y U V EncT DecT

Class A

Class B -1.58% -2.50% -2.84% 134% 130% -15.57% -22.32% -20.66% 374% 461%

Class C -1.68% -3.06% -3.36% 133% 129% -16.10% -20.24% -22.31% 423% 507%

Class D -2.55% -3.54% -4.36% 135% 139% -15.66% -17.64% -17.12% 427% 586%

Class E -2.82% -5.34% -3.91% 135% 149% -20.72% -28.11% -32.11% 238% 525%

Overall (Ref) -2.08% -3.43% -3.55% 134% 135% -16.69% -21.71% -22.34% 367% 514%

Class F (optional) -1.64% -2.23% -2.02% 125% 113% -16.34% -23.54% -23.51% 301% 317%

Y U V EncT DecT Y U V EncT DecT

Class A

Class B -1.57% -2.35% -2.85% 131% 109% -21.01% -25.93% -23.71% 358% 271%

Class C -1.54% -2.84% -2.71% 129% 105% -18.19% -21.38% -23.12% 400% 276%

Class D -1.96% -3.26% -4.22% 132% 114% -17.47% -19.05% -17.91% 399% 309%

Class E -2.19% -3.44% -3.77% 124% 111% -23.42% -31.52% -35.36% 224% 242%

Overall (Ref) -1.78% -2.90% -3.33% 129% 110% -19.87% -24.12% -24.30% 346% 276%

Class F (optional) -1.64% -2.38% -2.20% 123% 105% -17.11% -24.05% -23.80% 285% 219%

Over HM-16.6-gcc-5.2-NoSIMD

All Intra Main10 

Over HM-16.6-gcc-5.2-NoSIMD

Random Access Main 10

Over HM-16.6-KTA-2.0

Over HM-16.6-KTA-2.0

Over HM-16.6-KTA-2.0

Over HM-16.6-KTA-2.0

Low delay B Main10 

Over HM-16.6-gcc-5.2-NoSIMD

Low delay P Main10 

Over HM-16.6-gcc-5.2-NoSIMD


The JEM bug tracker is located at

https://hevc.hhi.fraunhofer.de/trac/jem

It uses the same accounts as the HM software bug tracker. For spam fighting reasons account registration is only possible at the HM software bug tracker at 

https://hevc.hhi.fraunhofer.de/trac/hevc

Please file all issues related to JEM into the bug tracker. Try to provide all the details, which are necessary to reproduce the issue. Patches for solving issues and improving the software are always appreciated.

The AHG recommended

· to continue software development on the HM-16.6 based version

· to formalize test conditions with an output document

· to provide software decisions in written form during or shortly after the meeting, e.g. as a BoG report or draft meeting report

It was commented that having an extreme runtime means that integration testing of new tools becomes difficult since they must be tested with other tools.

Decoding time is influenced by advanced motion techniques (BIO and FRUC), and it was noted that the percentage increases for decoding are affected by the relatively fast basis speed. The times also depend on the degree of compiler optimization. Encoding for intra is influenced by several things. The effect of the increased number of intra modes is mitigated by fast search techniques.

It was remarked that joint decisions could be used in the anchor to obtain some of the gain of things like increased block size.

The luma/chroma imbalance and the use of chroma delta QP to adjust for that was discussed. It was noted that the offset fixed the imbalance that was previously evident in the overall results.

It was commented that the nonlinear relationship between luma QP and chroma QP means that the offset has a different amount of effect for large QP and for smaller QP (and can be a problem for encoders trying to adjust the QP in a customized way).

It might be valuable to use a QP offset for chroma that is specific to the QP value for luma (which depends on the hierarchy position). However, this is not currently supported in the software and doing the tests necessary to determine the appropriate value would take a substantial amount of time and effort.

Integration of the JEM with the SCM (SCC) software and updating to a more recent version are desirable. The runtime and memory usage increase associated with SCC tools was noted as a concern.
It was remarked that the Locomotive and Nebuta test sequences have unusual characteristics and that using only picture resolution as the categorization of test sequences for CTC may not be sufficient.

At least as a supplemental test, we should run the SCM on the JVET CTC and see how much of an effect may be missing from our tests because of the lack of SCC feature capapbility in the JEM software.

MPEG AHG report

TBD.
3 Analysis and improvement of JEM (11)
JVET-B0021 An improved description of Joint Exploration Test Model 1 (JEM1) [J. Chen, E. Alshina, G.-J. Sullivan, J.-R. Ohm, J. Boyce] [miss] [late]

discussed Sat 11:00 GJS & JRO

This document summarizes the proposed improvements to Algorithm Description of Joint Exploration Test Model 1 (w15790 and T13-SG16-151012-TD-WP3-0213). The main changes are adding the description of encoding strategies used in experiments for the study of the new technology in JEM as well as improvement of algorithm description.

JVET-B0022 Performance of JEM 1 tools analysis by Samsung [E. Alshina, A. Alshin, K. Choi, M. Park (Samsung)]

This contribution presents performance tests for each tool in JEM 1.0 in absence as well as in presence of other tools. The goal of this testing was to give better understanding for efficiency and complexity of individual tool; identify pain-points and suggest rules to follow during further JEM development. It also could be considered as a cross-check for all tools previously added to the JEM.
Almost every tool in JEM reportedly has variations and supplementary modifications. Sometimes those modifications were not mentioned in the original contribution and so not properly described in the JEM algorithms description document.
In total JEM description includes 22 tools. Two of them were not integrated into the main S/W branch by start time of this testing (so were tested separately).
Summary of JEM tools performance in absence of other tools, as reported in the contribution:.

Part 1: all-intra and random access.

	Tool name
	All Intra
	RA

	
	Y
	U
	V
	Enc
	Dec
	Y
	U
	V
	Enc
	Dec

	Larger CTB and Larger TU
	-0.4
	-2.1
	-2.5
	93%
	100%
	-1.1
	-2.4
	-2.4
	102%
	107%

	Quadtree plus binary tree structure
	-4.2
	-9.6
	-9.4
	523%
	105%
	-5.9
	-11.3
	-12.7
	155%
	102%

	67 intra prediction modes
	-0.7
	-0.4
	-0.4
	100%
	98%
	-0.2
	0.1
	0.1
	98%
	99%

	Four-tap intra interpolation filter
	-0.4
	-0.3
	-0.3
	101%
	96%
	-0.2
	-0.4
	-0.4
	99%
	103%

	Boundary prediction filters
	-0.2
	-0.2
	-0.2
	102%
	100%
	-0.1
	-0.1
	-0.1
	99%
	100%

	Cross component prediction
	-2.7
	0.5
	2.6
	101%
	98%
	-1.5
	2.5
	5.5
	99%
	99%

	Position dependent intra combination
	-1.5
	-1.5
	-1.6
	188%
	102%
	-0.8
	-0.4
	-0.4
	107%
	101%

	Adaptive reference sample smoothing
	-1.0
	-1.2
	-1.1
	160%
	98%
	-0.4
	-0.5
	-0.6
	105%
	101%

	Sub-PU based motion vector prediction
	na
	na
	na
	na
	na
	-1.7
	-1.6
	-1.7
	115%
	110%

	Adaptive motion vector resolution
	na
	na
	na
	na
	na
	-0.8
	-1.2
	-1.2
	113%
	99%

	Overlapped block motion compensation
	na
	na
	na
	na
	na
	-1.9
	-3.0
	-2.9
	110%
	123%

	Local illumination compensation
	na
	na
	na
	na
	na
	-0.3
	0.1
	0.1
	112%
	100%

	Affine motion compensation prediction
	na
	na
	na
	na
	na
	-0.9
	-0.8
	-1.0
	118%
	102%

	Pattern matched motion vector derivation
	na
	na
	na
	na
	na
	-4.5
	-4.1
	-4.2
	161%
	300%

	Bi-directional optical flow
	na
	na
	na
	na
	na
	-2.4
	-0.8
	-0.8
	128%
	219%

	Adaptive multiple Core transform
	-2.8
	-0.1
	-0.2
	215%
	108%
	-2.4
	0.5
	0.2
	124%
	103%

	Secondary transforms
	-3.3
	-5.0
	-5.2
	369%
	102%
	-1.8
	-4.6
	-4.7
	125%
	103%

	Signal dependent transform (SDT)
	-2.0
	-2.2
	-2.2
	2460%
	1540%
	-1.7
	-1.6
	-1.7
	593%
	1907%

	Adaptive loop filter
	-2.8
	-3.1
	-3.4
	119%
	124%
	-4.6
	-2.3
	-2.2
	105%
	128%

	Context models for transform coefficient
	-0.9
	-0.6
	-0.7
	104%
	99%
	-0.6
	0.1
	0.0
	102%
	99%

	Multi-hypothesis probability estimation
	-0.7
	-1.0
	-0.8
	102%
	97%
	-0.4
	-0.1
	0.1
	101%
	101%

	Initialization for context models
	na
	na
	na
	na
	na
	-0.2
	-0.4
	-0.4
	99%
	99%

	
	
	
	
	
	
	
	
	
	
	

	"hypothetical max gain"
	-17.4
	-15.0
	-13.8
	
	
	-26.8
	-19.4
	-17.0
	
	

	JEM1.0
	-14.2
	-12.6
	-12.6
	(20
	(1.6
	-20.8
	-17.7
	-15.4
	(6
	(7.9

	Efficiency factor
	0.82
	
	
	
	
	0.78
	
	
	
	


Part 2: Low delay B and low delay P.

	Tool name
	Low-delay B
	Low-delay P

	
	Y
	U
	V
	Enc
	Dec
	Y
	U
	V
	Enc
	Dec

	Larger CTB and Larger TU
	-1.1
	-4.6
	-5.5
	101%
	103%
	-1.6
	-6.2
	-7.0
	97%
	106%

	Quadtree plus binary tree structure
	-6.4
	-12.5
	-13.9
	151%
	104%
	-6.7
	-14.2
	-15.5
	140%
	107%

	67 intra prediction modes
	0.0
	0.0
	-0.2
	96%
	95%
	-0.2
	0.0
	-0.2
	94%
	99%

	Four-tap intra interpolation filter
	-0.1
	-0.2
	-0.2
	96%
	95%
	-0.1
	0.0
	-0.3
	94%
	99%

	Boundary prediction filters
	0.0
	0.0
	-0.2
	97%
	95%
	-0.1
	-0.1
	0.1
	94%
	99%

	Cross component prediction
	-0.1
	-4.0
	-4.3
	97%
	96%
	-0.2
	-4.9
	-4.8
	96%
	96%

	Position dependent intra combination
	-0.3
	-0.2
	-0.6
	102%
	94%
	-0.3
	-0.5
	-0.5
	103%
	99%

	Adaptive reference sample smoothing
	-0.1
	-0.4
	-0.7
	101%
	94%
	-0.2
	-0.6
	-0.3
	101%
	94%

	Sub-PU based motion vector prediction
	-1.9
	-2.2
	-1.8
	114%
	102%
	-1.6
	-1.9
	-1.6
	104%
	103%

	Adaptive motion vector resolution
	-0.6
	-1.0
	-0.9
	111%
	94%
	-0.4
	-0.7
	-0.5
	106%
	99%

	Overlapped block motion compensation
	-2.3
	-2.9
	-2.7
	105%
	119%
	-5.2
	-5.2
	-4.9
	103%
	119%

	Local illumination compensation
	-0.4
	-0.3
	-0.3
	116%
	96%
	-0.8
	-0.5
	-0.3
	109%
	99%

	Affine motion compensation prediction
	-1.6
	-1.4
	-1.6
	118%
	99%
	-1.9
	-1.1
	-1.2
	110%
	103%

	Pattern matched motion vector derivation
	-2.7
	-2.3
	-2.3
	146%
	249%
	-2.5
	-2.0
	-1.5
	121%
	155%

	Bi-directional optical flow
	0.0
	-0.2
	-0.1
	101%
	102%
	na
	na
	na
	na
	na

	Adaptive multiple Core transform
	-1.6
	1.1
	0.6
	117%
	96%
	-1.9
	0.6
	0.6
	120%
	101%

	Secondary transforms
	-0.7
	-1.9
	-2.5
	117%
	95%
	-0.8
	-2.4
	-2.8
	120%
	100%

	Signal dependent transform (SDT)
	-3.0
	-2.8
	-2.7
	 
	 
	-6.8
	-5.8
	-5.7
	 
	 

	Adaptive loop filter
	-3.2
	-1.6
	-1.8
	101%
	116%
	-5.2
	-2.8
	-2.7
	101%
	122%

	Context models for transform coefficient
	-0.2
	0.3
	0.0
	99%
	94%
	-0.3
	0.1
	0.2
	97%
	98%

	Multi-hypothesis probability estimation
	-0.2
	0.5
	0.7
	99%
	95%
	-0.2
	0.8
	0.8
	97%
	98%

	Initialization for context models
	-0.3
	-1.5
	-1.2
	96%
	94%
	-0.3
	-1.3
	-1.0
	94%
	99%

	
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	"hypothetical max gain"
	-17.4
	-22.8
	-25.6
	
	
	-23.8
	-28.7
	-27.9
	
	

	JEM1.0
	-16.7
	-21.7
	-22.3
	(4.1
	(4.7
	-19.9
	-24.1
	-24.3
	(3.6
	(2.4

	Efficiency factor
	0.96
	 
	 
	 
	 
	0.84
	
	
	
	


The powerpoint deck presented was different from the upload in version 2 and should be updated.
General comments in the contribution, based on this tool-by-tool analysis, are

· Tools have been added to JEM without proper cross-check and study
· Some tools include modifications that are not directly related to the proposed tool

· Proposals include very broad description of algorithm (important details were not mentioned in the JEM description)

· There is some overlap between tools; the "efficiency coefficient" is: AI: 82%, RA: 78%; LD: 96%; LDP: 84%

· The additional memory for parameters storage is huge

· The additional precision of new transform coefficients and interpolation filters is questionable

Tool-by-tool analysis and commentary for each tool in JEM1.0 was provided in substantial detail. A few of the many observations reported in the document are:
· For large block sizes, CU sizes larger than 64 are almost not used for encoding even for the highest resolution test sequences (class A). But enlarging CTB size decreases SAO overhead cost and so SAO is applied more actively especially for chroma. On our opinion main source of gain from enlarging CTB size is more efficient SAO usage. The performance impact of high precision 64x64 transforms was said to be negligible.
· Performance improvement of 4-taps Intra interpolation filter is twice higher for classes C and D compared to high resolution video.

· Some combination of recent to MPI handling did not appear helpful.
· Some strange behaviour: disabling context model selection for transform coefficient provides 0.3% (LDB) and 0.2 (LDP) gain; disabling window adaptation in high-probability estimation for CABAC results in 0.00% BD-rate change.

· The deblocking filter operation is changed when ALF is enabled.

Based on the presented JEM analysis, the contributor suggested the following:

· Do not do "blind tools additions" to JEM;

· Establish exploration experiments (EEs):

· Group tools by categories;

· Proposal should be studied in EE for at least 1 meeting cycle before JEM modification;

· List-up all alternatives (including tools in HM-KTA blindly modified in JEM);

· "Hidden modifications" should be tested separately;

· Identify tools with duplicated functionality and overlapping performance in EEs;

· Simplifications (run time, memory usage) are desired;

· JEM tool description need to be updated based on knowledge learned;

· Repeat tool-on and tool-off tests for new test sequences (after a test set will be modified).

Comments:

· Don't forget to consider subjective quality and alternative quality measures

· Compute and study the number of texture bits for luma and chroma separately

· It may help if the software architecture can be improved

Group agreements:

· Have an EE before an addition to JEM

· Try to identify some things to remove (only very cautiously)
· Try to identify some inappropriate side-effects to remove

· Try to identify some agreed subset(s)

· May need to consider multiple complexity levels

· Consider this in CTC

JVET-B0062 Crosscheck of JVET-B0022 (ATMVP) [X. Ma, H. Chen, H. Yang (Huawei)] [late]

JVET-B0036 Simplification of the common test condition for fast simulation [X. Ma, H. Chen, H. Yang (??)]

Chaired by J. Boyce
A simplified test condition is proposed for RA and AI configurations to reduce simulation run-time. For RA configuration, each RAS (Random Access Segment, approximately 1s duration) of the full-length sequence can be used for simulation independent of other RAS. And therefore the simulation of the full-length sequence can be split to a set of parallel jobs. For AI configuration, RAP pictures of the full-length sequence are chosen as a snapshot of the original for simulation. It is claimed that the compression performance when using the original test condition can be reflected faithfully by using the proposed new test condition, while the encoding run-time is significantly reduced.
Encode of Nebuta QP22 RA takes about 10 days. Contribution proposes parallel encoding for RA Segments.
A small mismatch is seen when parallel encoding done, because of some cross-RAP encoder dependencies. Sources of mismatches identified in contribution. It was suggested that the ALF related difference is due to a bug in decoder dependency across random access points, which has been reported in a software bug report.
Propose to encode only some of the intra frames, or to use the parallel method.
If RA is changed in this way, LD will become the new bottleneck. 

Software not yet available in contribution. Significant interest expressed in having this software made available.
Want to restrict our encoder to not use cross-RAP dependencies, so that parallel encoding would have no impact on the results. 

Create a BoG (K. Suehring and H. Yang) to remove cross-RAP dependencies in the encoder software/configurations. If this can be done during the meeting, the common test conditions defined at this meeting will include this removal of the dependencies. (see under B0074)
Decision (SW): Adopt to JEM SW, once the SW is available and confirmed to have identical encoding results, with cross-RAP dependencies removed.

Decoding time reporting is typically done in ratios. Decoding time calculation can be based either on adding parallel decoding times, or the non-parallel decoding, but the same method should be used for both the Anchor and the Test.
It is proposed for AI to just use the I frames from the RA config, in order to reduce the AI encode time. Revisit as part of the common test conditions discussion.
JVET-B0037 Performance analysis of affine inter prediction in JEM1.0 [H. Zhang, H. Chen, X. Ma, H. Yang (??)]

Chaired by J. Boyce.

An inter prediction method based on affine motion model was proposed in the previous meeting and was adopted into JEM (Joint Exploration Model). This contribution presents the coding performance of the affine coding tool integrated in JEM 1.0. Results show that affine inter prediction can bring 0.50%, 1.32%, 1.35% coding gains beyond JEM 1.0 in RA main 10, LDB main 10 and LDP main 10 configurations, respectively. In addition, comments regarding this coding tool collected from the previous meeting is addressed.

In the affine motion model tool, 1/64 pixel MV resolution is used only for those PU that selected the affine model.
Affine motion model tool is already included in the JEM. No changes are proposed. This contribution just provides some additional information about the tool. 
JVET-B0039 Non-normative JEM encoder improvements [K. Andersson, P. Wennersten, R. Sjoberg, J. Samuelsson, J. Strom, P. Hermansson, M. Pettersson (??)]

Chaired by J. Boyce.

This contribution reports that a fix to the misalignment between QP and lambda improves the BD rate for luma by 1.65% on average for RA, 1.53% for LD B and 1.57% for LD P using the common test conditions. The fix in combination with extension to a GOP hierarchy of length 16 for random access is reported to improve the BD rate for luma by 7.0% on average using the common test conditions. To verify that a longer GOP hierarchy does not decrease the performance for difficult to encode content, 4 difficult sequences were also tested. An average improvement in luma BD rate of 4.7% is reported for this additional test set. Further extending the GOP hierarchy to length 32 is reported for HM to improve the BD rate by 9.7% for random access common conditions and 5.4% for the additional test set. It is also reported that the PSNR of the topmost layer is improved and that subjective quality improvements with respect to both static and moving areas have been seen by the authors especially when both the fix to the misalignment between QP and lambda and a longer GOP hierarchy is used. The contribution proposes that both the fix to the misalignment between QP and lambda and the extension to a GOP hierarchy of 16 or 32 pictures to be included in the reference software for JEM and used in the common test conditions. Software is provided in the contribution.
Presentation should be uploaded.
Proposed to adjust the alignment between lambda and QP. Would be an encoder only change. Decision (SW): Adopt the QP and lambda alignment to the JEM encoder SW. Communicate to JCT-VC to consider making the same change to the HM.
Proposed increase in the hierarchy would require a larger DPB size than HEVC if the resolution was the max for the level. Will add a very long delay. Would make it difficult to compare performance to HM. Encoders might not actually use the larger hierarchy, so this might not represent expected real world conditions.
Revisit consideration of the common test conditions to include GOP hierarchy of 16 or 32 after offline subjective viewing. Intra period will also need to be considered. Memory analysis is also requested. Create BoG (K. Andersson, E. Alshina) to conduct informal subjective viewing.
JVET-B0063 Cross-check of non-normative JEM encoder improvements (JVET-B0039) [B. Li, J. Xu (Microsoft)] [late]

JVET-B0067 Cross-check of JVET-B0039: Non-normative JEM encoder improvements [C. Rudat, B. Bross, H. Schwarz (Fraunhofer HHI)] [late]

JVET-B0044 Coding Efficiency / Complexity Analysis of JEM 1.0 coding tools for the Random Access Configuration [Heiko Schwarz, Christian Rudat, Mischa Siekmann, Benjamin Bross, Detlev Marpe, Thomas Wiegand]

Chaired by J. Boyce.

This contribution provides a coding efficiency / complexity analysis of JEM 1.0 coding tools for the random access main10 configuration.  The primary goal of the investigation was to identify sets of coding tools that represent operation points on the concave hull of the coding efficiency – complexity points for all possible combinations of coding tools.  Since an analysis of all combinations of coding tools is virtually impossible (for the 22 integrated coding tools, there are 222 = 4.194.304 combinations), the authors used a two-step analysis: First, all coding tools were evaluated separately and ordered according to the measured coding efficiency – complexity slopes.  In the second step, the coding tools were successively enabled in the determined order.

The presentation needs to be uploaded.

Started with tool with highest value in “bang for the buck” (coding gain vs complexity, as measured by weighted combination of encode and decode run times, with decode 5x more important than encode), and iteratively add next higher value.

LMCHROMA showed a loss with the new common test conditions with chroma QP offsets.

Only tested RA Main 10 classes B-D.

Slight difference in configuration, TC offset -2 vs TC offset 0 vs JVET-B0022.
Different compilers get different decoding times. GCC 4.6.3 800 vs GCC 5.2 900 decoder runtimes.

It was suggested that it would be useful if memory bandwidth and usage could be considered. It would also be useful if spreadsheet with raw data could be provided so that parameters can be changed, such as relative weight between encoder and decoder complexity. Would be useful to provide a similar graph containing only decoder complexity. 
Encoder runtime is also important, since it impacts our ability to run simulations.

Two tools have very large increases in as measured complexity – BIO, FRUC_MERGE.
It was remarked that the BAC_ADAPT_WDOW results may be incorrect because of a software bug.

This measurement of complexity is not necessarily the best measure. Suggestion that proponents of tools that show high complexity with this measurement provide some information about the complexity using other implementations. For example knowledge that a technique is SIMD friendly, or parallelizable would be useful.
Tools with high encoder complexity could provide two different encoder algorithms with different levels of encoder complexity, e.g best performing and faster method.

JVET-B0045 Performance evaluation of JEM 1 tools by Qualcomm [J. Chen, X. Li, F. Zou, M. Karczewicz, W.-J. Chien] [late]

Chaired by J. Boyce.

This contribution evaluates the performance of the coding tools in the JEM1. The coding gain, encoder and decoder running time of each individual tool in JEM reference software are provided.
HEVC common test condition, All Intra Class A-E, RA Class A-D, for LDP, LDB Class B-E. Individual tool on and tool off tests. 
Proposes grouping of tools into 4 categories. First group considered most suitable for an extension to HEVC.
Proponent requests to have discussion about the potential that this exploratory work be included in a new extension HEVC.
JVET-B0050 Performance comparison of HEVC SCC CTC sequences between HM16.6 and JEM1.0 [Shuhui Wang, Tao Lin (Tongji)] [late]

Contributor not present Saturday 6pm.
JVET-B0057 Evaluation of some intra-coding tools of JEM1 [Alexey Filippov, Vasily Rufitskiy (Huawei Technologies)] [late]

Chaired by J. Boyce.
This contribution presents an evaluation of some of JEM1.0 intra-coding tools, specifically: 4-tap interpolation filter for intra prediction, position dependent intra prediction combination, adaptive reference sample smoothing and MPI. Simulations include “off-tests” as provided in [1] as well as a brief tools efficiency analysis. Tools efficiency is estimated by calculating a ration of coding gain increase to encoder complexity.
Presentation needs to be uploaded.
Calculated “slope” of tools, comparing coding gain with weighted complexity measure, similar to that used in JVET-B0044, but with a relative weight of 3 for decode vs encode. Applied to intra tools in AI configuration.
Experimental results are similar to those in JVET-B0022.
General Discussion

Encourage proponents to provide range of complexity, both highest quality and simpler encoding algorithm for faster encoding.

In contributions, proponents should disclose any configuration changes that could also be changed separate from their tool proposal. 

The tools in the JEM have not been cross-checked.

Suggest to do some type of cross checking of tools already in the JEM, perhaps through exploration experiments.

At this meeting will want to define common test conditions with new sequences. 

Sunday:

Decision (SW): Create an experimental branch of the JEM SW. Candidate tools can be made available for further study within this experimental branch without being adopted to the JEM model. The software coordinators will not maintain this branch, and it won’t use bug tracking, but will be maintained by the proponents.
JVET-B0073 Simplification of Low Delay configurations for JVET CTC [Maxim Sychev (Huawei)]

TBR
4 Test material investigation (17)

JVET-B0024 Evaluation report of SJTU Test Sequences [Thibaud Biatek, Xavier Ducloux]

JVET-B0025 Evaluation Report of Chimera Test Sequence for Future Video Coding [H. Ko, S.-C. Lim, J. Kang, D. Jun, J. Lee]

JVET-B0026 JEM1.0 Encoding Results of Chimera Test Sequence [S.-C. Lim, H. Ko, J. Kang]

JVET-B0027 SJTU 4K test sequences evaluation report from Sejong University [Nam Uk Kim, Jun Woo Choi, Ga-Ram Kim]

JVET-B0029 Evaluation report of B-Com test sequence (JCTVC-V0086) [O. Nakagami]

JVET-B0030 Comment on test sequence selection [O. Nakagami, T. Suzuki (Sony)]

JVET-B0031 Evaluation report of Huawei test sequence [Kiho Choi, E. Alshina, A. Alshin, M. Park] [late]

JVET-B0035 Evaluation Report of Chimera and Huawei Test Sequences for Future Video Coding [Pierrick Philippe (Orange)]

JVET-B0040 Evaluation Report of Huawei and B-Com Test Sequences for Future Video Coding [Fabien Racapé, Fabrice Le Léannec, Tangi Poirier]

JVET-B0042 Evaluation Report of B-COM Test Sequence for Future Video Coding (JCTVC-V0086) [Han Boon Teo, Meng Dong]

JVET-B0046 Evaluation report of Netflix Chimera and SJTU test sequences [F. Zou, J. Chen, X. Li, M. Karczewicz (Qualcomm)] [late]

JVET-B0049 Four new SCC test sequences for ultra high quality and ultra high efficiency SCC [Jing Guo, Liping Zhao, Tao Lin (Tongji)] [late]

JVET-B0052 Report of evaluating Huawei surveillance test sequences [Ching-Chieh Lin, Jih-Sheng Tu, Yao-Jen Chang, Chun-Lung Lin (ITRI)] [late]

JVET-B0053 Report of evaluating Huawei UGC test sequences [Jih-Sheng Tu, Ching-Chieh Lin, Yao-Jen Chang, Chun-Lung Lin (ITRI)] [late]

JVET-B0055 Netflix Chimera test sequences evaluation report [Maxim Sychev, Huanbang Chen (Huawei)] [miss] [late]

JVET-B0056 Evaluation report of SJTU Test Sequences from Sharp [T. Ikai (Sharp)] [late]

JVET-B0061 Evaluation report of SJTU test sequences for future video coding standardization [Sang-hyo Park, Haiyan Xu, Euee S. Jang] [late]

JVET-B0065 Coding results of 4K surveillance and 720p portrait sequences for future video coding [K. Kawamura, S. Naito (KDDI)] [miss] [late]

5 Technology proposals (16)

JVET-B0023 Quadtree plus binary tree structure integration with JEM tools [J. An, H. Huang, K. Zhang, Y.-W. Huang, S. Lei (MediaTek)]

Chaired by J. Boyce

This contribution reports the integration of the new coding tools in JEM on top of the quadtree plus binary tree (QTBT) structure. It is reported that around 5% BD-rate saving can be achieved by the QTBT structure.
At the previous meeting, it was decided to put QTBT in a separate branch, because of the interaction with other tools. Integration with all but 2 of the other adopted tools has been done, NSST and RSAF. 
JEM 1. 0 is based on HM16.6
Plan is for proponents to integrate QTBT into JEM 1.0. An intermediate step would be to add the remaining two tools in the separate branch, and then upgrade to HM 16.6. At the next meeting we will decide if QTBT should be merged into the main branch.
Discussed again on Sunday. The proponents provided information that the QTBT software is now based on HM16.6, rather than an earlier version of the HM as had been discussed on Saturday.

JVET-B0034 Cross-check of JVET-B0023 [E. Alshina, Kiho Choi, A. Alshin, M. Park, M. Park, C. Kim] [late]

Simulation results matched, but didn’t look at code.

JVET-B0028 Direction-dependent sub-TU scan order on intra prediction [Shunsuke Iwamura, Atsuro Ichigaya]

Chaired by J. Boyce

This contribution proposes an improvement of intra prediction by modification of sub-TU scan order depending on intra prediction direction. The proposed method modifies z-scan order of sub-TUs when intra prediction direction is set to from top-right to bottom-left or from bottom-left to top-right, which is corresponding to intra prediction mode from 2 to 9 or from 27 to 34 of HEVC specification. By the modification of scan order, the lower/right neighboring samples can be utilized as reference samples, so that the accuracy of intra prediction is improved. The proposed method is integrated on top of HM16.7 and the experimental result shows -0.2%(Y), -0.4%(U) and -0.3%(V) BD-rate gain for All Intra configuration with very slight increase of encoding time.

Experimental results were vs. HM16.7 rather than JEM 1.0. Encourage proponent to provide results vs JEM 1.0.
JVET-B0033 Adaptive Multiple Transform for Chroma [Kiho Choi, E. Alshina, A. Alshin, M. Park, M. Park, C. Kim] [late]
Chaired by J. Boyce.
This contribution provides an information of the use Adaptive Multiple Transform (AMT) for Chroma components. In JEM1.0, adaptive multiple transform is used for Luma component. It shows a good coding performance in Luma component but the some coding loss appears in Chroma components due to the fact that the used kernel for transform kernel for Chroma components is different from that of Luma component. This contribution provides an information to enable the use of AMT for Chroma by aligning with the used transform kernel of Luma component. The result shows 1% increase of Chroma gain without coding loss of Luma and increase of encoding/decoding time.  
JVET-B0038 Harmonization of AFFINE, OBMC and DBK [H. Chen, S. Lin, H. Yang]

Chaired by J. Boyce.
In this contribution, harmonization of AFFINE (affine transform prediction), OBMC (overlapped block motion compensation) and DBF (de-blocking filter) is proposed. Simulations show that 0.15%, 0.15% and 0.14% luma BD-rate reduction can be achieved for RA, LDB and LDP configurations, respectively. More than 1% coding gain can be obtained for some affine-featured sequences.
Decoder time increase, average 118%, for sequences with rotation. Don’t expect an increase in worst case complexity. The sequences with the biggest coding gains show the biggest increase in decoding time. 
Decision: Adopt to JEM proposal to harmonize AFFINE with OBM and deblocking filter.
JVET-B0064 Cross-check of JVET-B0038: Harmonization of AFFINE, OBMC and DBF [X. Xu, S. Liu (MediaTek)] [miss] [late]

JVET-B0041 Adaptive reference sample smoothing simplification [Alexey Filippov] [late]

Chaired by J. Boyce.
This contribution presents a simplification of the RDO procedure used by the adaptive reference sample smoothing (ARSS) filter, i.e. a non-normative modification of ARSS is considered. The results of different tests are presented and analyzed. The proposed solution provides a better ratio of the coding gain to encoder-side computational complexity.
Presentation needs to be uploaded.

Two non-normative encoder changes are proposed, which provide simplification. 
Future study encouraged for interaction with other tools.

Decision (SW): Adopt to the JEM SW encoder the proposed simplifications, #1a and #2, to the RDO decision of the ARSS.
JVET-B0043 Polyphase subsampled signal for spatial scalability [Emmanuel Thomas]
Chaired by J. Boyce.

This contribution presents a technique to enable spatial scalability of a video bitstream. The video signal (luma and chroma components) is subsampled into lower resolution descriptions, possibly using polyphase subsampling. The multiple lower resolution versions of the signal, called resolution components in this contribution, are encoded and transported in the same video bitstream. On the decoder side, the more resolution components are decoded the higher the output resolution is. 
Is related to multi-description coding. Decompose a high resolution frame into 4 lower resolution frames. Two options: temporal multiplexing with inter-layer prediction, or spatial multiplexing with frame packing, which could use tiles. 

No experimental results are available yet.
Further study encouraged. Would be interesting to compare to SHVC, both for compression efficiency and for use case and complexity.
JVET-B0047 Non Square TU Partitioning [K. Rapaka, J. Chen, L. Zhang, W. –J. Chien, M. Karczewicz] [late]
Chaired by J. Boyce.

This contribution proposes non-square TU partitioning for intra and inter prediction modes. Two partition types (2NxN and Nx2N) are added for intra mode. For non-square partitions, a binary split is allowed at root level (level 0) for intra and inter prediction modes. Further TU splitting process follows the HEVC mechanism. It is reported that the proposed method provides 1.5%, 1.0%, 0.7%, 0.8% BD-rate saving for AI, RA, LDB and LDP configurations respectively over HM 16.6.

Results are compared with HM 16.6 rather than JEM 1.0. Not tested vs QTBT. 

Minimum TU size is 4x8.

Experimental results vs. the JEM are requested. 

Decision (SW): Make SW available in experimental SVN branch of JEM software.
JVET-B0068 Cross-check of Non Square TU Partitioning (JVET-B0047) [O. Nakagami (Sony)] [late]

Not all simulations are finished, but those that are finished showed match. Didn’t study the code.
JVET-B0048 Universal string matching for ultra high quality and ultra high efficiency SCC [Liping Zhao, Kailun Zhou, Jing Guo, Shuhui Wang, Tao Lin (Tongji)] [late]

Chaired by J. Boyce.
Universal string matching (USM) is proposed for screen content coding. USM is integrated with HM16.6-JEM1.0 to get HM16.6-JEM1.0USM. Using HM16.7-SCM6.0 as anchor with HEVC-SCC CTC sequences and coding configurations (full frame IBC version), it is reported that HM16.6-JEM1.0USM with all JEM specific tools turned off (i.e. equivalent to HM16.6USM) has -4.8%, -4.4%, -4.2% BD-rate for YUV TGM AI lossy coding. Encoding time ratio is 86%, i.e. 14% decrease from SCM5.2. Moreover, using four newly proposed screen content test sequences and the same HEVC-SCC CTC coding configurations, Y BD-rate is reported as -33.8%, -24.4%, -25.7%, and -23.3% for the four sequences ClearTypeSpreadsheet, BitstreamAnalyzer, EnglishDocumentEditing, and ChineseDocumentEditing, respectively (proposed in JVET-B0049), resulting in an average of -26.8% Y BD-rate. Furthermore, replacing qp=(22, 27, 32, 37) with qp=(7, 12, 17, 22) and keeping other HEVC-SCC CTC coding configurations unchanged, it is reported that the BD-rate becomes -6.4%, -6.2%, -6.0% for YUV TGM sequences in HEVC-SCC CTC and -48.0%, -29.8%, -28.2%, and -26.6% for Y of the four sequences, resulting in an average of -33.1% Y BD-rate.
Proposes new SCC test sequences for JVET. Revisit when JVET test content is discussed.
Universal string matching tool proposed. Compared to what had been studied when tool was proposed in SCC, additional complexity constraints are imposed.
Experimental results were based on comparing Tested: HM16.6+JEM1.0+USM (JEM macros off) to Anchor: HM16.7+SCM6.0 using full frame IBC. More gains at higher bitrates. Much higher gains on proposed SCC sequences vs. the SCC CTC sequences.
Revisit after test sequences are available. Consider including in the experimental SVN branch if new CTC conditions contain screen content sequences.
JVET-B0051 Further improvement of intra coding tools [S.-H. Kim, A. Segall (Sharp)] [late]

Chaired by J. Boyce.

This contribution proposes changes to the intra-coding process in JEM 1.0, with specific emphasis on (i) extended intra prediction directions (ii) non-separable  secondary transform (NSST).  The changes are as follows:  First, when extended intra prediction directions are enabled, the contribution proposes to signal the non-MPM modes by first sub-dividing the non-MPM modes into two mode sets, and then signaling these modes sets with different binarizations.  Second, the contribution proposes an alternative method for signalling the NSST index (NSST_idx).  Specifically, instead of using two binarization methods based on intra prediction mode and partition size, the proposal codes NSST_idx with a unified binarization method and adjusts the context model to reflect the statistics of the index based on the intra prediction mode and partition size. Finally, the contribution proposes to allow for NSST and PDPC to be enabled in the same PU.  Using the above mentioned changes, it is reported that an improvement of 0.35% and 0.19% luma BD-rate savings is observed for AI and RA configurations, respectively. 

NSST and PDCD are disallowed to be combined in the current JEM. Would be possible to allow the decoder to combine them without enabling the combination in the default encoder configuration.
Significant increase in encoding time when the features are combined. 
Decision: Adopt non-MPM mode coding in two mode sets.
Further study of other aspects encouraged, and consider interaction with B0059,
JVET-B0054 De-quantization and scaling for next generation containers [J. Zhao, A. Segall, S.-H. Kim, K. Misra (Sharp)] [late]

Chaired by J. Boyce.

This contribution proposes a change in the de-quantization and scaling process in JEM 1.0.  For background, the change is motivated by recent work in MPEG, where it has been shown that next generation containers, such as ST-2084, re-shape quantization noise as a function of brightness.  For current standards, this requires encoders to compensate by spatially varying the QP in an inverse manner.  Here, it is proposed that a next generation standards decoder could infer the needed compensation without significant QP signaling.  This is accomplished by adapting the scaling of AC coefficients based on the DC coefficient and reconstructed prediction mean.  Experiments performed using sequences under study in MPEG (and now JCT-VC) show a gain of 2.0% for both AI and RA configuration when the QP granularity is 16x16. 

Decoder infers QP adjustment based on average luma values. Delta QP can also be signaled. 
LUT is signaled on a per sequence basis. Would want to give encoder the ability to disable the feature.
Only AC coefficients are affected, and not the DC coefficients.
Proponent suggests that SDR content may also use the ST-2084 container, especially for services with a mix of SDR and HDR content.
Decision (SW): Make SW available in experimental SVN branch of JEM software. Also include the luma QP adjustment encoder functionality. 
JVET-B0058 Modification of merge candidate derivation [W. -J. Chien, J. Chen, S. Lee, M. Karczewicz (Qualcomm)] [late]

Chaired by J. Boyce.

In this contribution, modifications to the merge candidate derivation are proposed, including higher motion resolution, POC based merge candidate pruning, simplification of the advanced temporal motion vector predictor, and derivation of the spatio-temporal motion vector predictor. With the proposed modifications, additional 0.6%, 0.6%, and 2.3% BD rate reduction over HM16.6 is achieved for random access, low delay B, and low delay P configurations, respectively.
Four different modifications are proposed but only combined performance results are available, not individual tool performance numbers.
Propose to move from 1/8 pel to 1/16 pel storage and merge candidate accuracy. No additional storage or memory bandwidth vs. HEVC, but allowable range is decreased to ~4k. 

Pruning modifications, ATMVP simplifications, SPMVP derivation. 
Revisit after results with only the high motion precision are available.

JVET-B0066 Cross-check of JVET-B0058: Modification of merge candidate derivation [H. Chen, H. Yang (Huawei)] [miss] [late]

JVET-B0059 TU-level non-separable secondary transform [X. Zhao, A. Said, V. Seregin, M. Karczewicz, J. Chen, R. Joshi (Qualcomm)] [late]

Chaired by J. Boyce.

In this contribution, a TU-level non-separable secondary transform (NSST) is proposed. Compared to the current CU-level NSST design in JEM-1.0 software, the proposed method speeds up the encoder by reducing the number of rate-distortion checks and using transform-domain distortion estimation. With the proposed TU-level NSST, average 44% overall encoder run-time reduction is achieved over JEM-1.0 for all intra (AI), and average BD-rate improvement of 0.1% is achieved for luminance component for both AI and random access (RA) configurations. 
Replacing CU-level CSST with TU-level NSST provides an encoder speedup of 44%, plus a small coding gain in luma and coding loss in chroma.
A new Hypercube-Givens Transform (HyGT) is used in the computation of the secondary transform is also proposed. Butterfly like. Separate experimental results are not given for the two aspects, which would be preferable.
Small increase in decoder runtime seen, but it is unclear why.
Further study encouraged, and consider interaction with B0051, 
JVET-B0071 Cross-check of JVET-B0059: TU-level non-separable secondary transform [S.-H. Kim (Sharp)] [late]

JVET-B0060 Improvements on adaptive loop filter [Marta Karczewicz, Li Zhang, Wei-Jung Chien (Qualcomm)] [late]

Chaired by J. Boyce.

In this contribution, several improvements to the adaptive loop filter (ALF) in HM16.6 JEM-1.0 are proposed. Three main introduced modifications are: classification with the diagonal gradients taken into consideration, geometric transformations of filter coefficients and prediction from fixed filters. In addition, some cleanups of the software are also included. With the proposed methods, the coding performance of HM16.6 JEM-1.0 is improved by 1.1% and 1.1% on average for all intra (AI) and random access (RA) configurations respectively when all the tools are enabled and by 1.5% and 1.5% on average for AI and RA configurations when only ALF is enabled. The overall performance of ALF, compared to HM16.6, reaches 4.0% and 6.0%, on average for AI and RA, respectively.
HM 3.0 version of the ALF was put into the JEM at earlier stage. Changes are proposed with respect to the HM 3.0 version of ALF. It was commented that later versions of the HM (HM 8) had made changes to ALF vs. the HM 3.0 version.
Proposes 25 classes rather than 15 classes in older design.
Proposal avoids use of temporal prediction in I frames.

Software cleanups also proposed.
Simulation results are only provided for the combination of changes. Some of the changes are inherently grouped together, but some could be separated. Specifically request to provide test results with the fixed filters on and off. The impact of the cleanup to the chroma filter shape alignment with luma filter shape is also requested.
Decision (SW): Make SW available in experimental SVN branch of JEM software.
JVET-B0069 Crosscheck of the improvements on ALF in JVET-B060 [C.-Y. Chen, Y.-W. Huang (MediaTek)] [late]

JVET-B0070 Cross-check of JVET-B0060 [B. Li, J. Xu (Microsoft)] [late]

6 Withdrawn (1)
JVET-B0036 Withdrawn

7 Joint Meetings, BoG Reports, and Summary of Actions Taken
7.1 General

Topics for general discussion at the plenary level:
· …
7.2 Joint meetings
Joint meetings are discussed in this section of this report.
7.3 BoGs


JVET-B0074 Report of BoG on parallel encoding and removal of cross-RAP dependencies [K. Suehring, H. Yang]
TBR
7.4 List of actions taken affecting the JEM2
The following is a summary, in the form of a brief list, of the actions taken at the meeting that affect the text of the JEM2 description. Both technical and editorial issues are included. This list is provided only as a summary – details of specific actions are noted elsewhere in this report and the list provided here may not be complete and correct. The listing of a document number only indicates that the document is related, not that it was adopted in whole or in part.

· JVET-Bxxxx …
· …
8 Project planning
8.1 JEM description drafting and software

The following agreement has been established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the intent expressed by the committee without including a full integration of the available inadequate text.
8.2 Plans for improved efficiency and contribution consideration
The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in CEs).

Suggestions for future meetings included the following generally-supported principles:
· No review of normative contributions without draft specification text

· JEM text is strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting
· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions
The document upload deadline for the next meeting was planned to be xxday xx May 2016.
As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name.
8.3 General issues for Experiments
Group coordinated experiments have been planned. These may generally fall into one category:

· "Exploration experiments" (EEs) are the coordinated experiments on coding tools which are deemed to be interesting but require more investigation and could potentially become part of the main branch of JEM by the next meeting.
· A description of each experiment is to be approved at the meeting at which the experiment plan is established. This should include the issues that were raised by other experts when the tool was presented, e.g., interference with other tools, contribution of different elements that are part of a package, etc. (E. Alshina will edit the document based on input from the proponents, review is performed in the plenary)

· Software for tools investigated in EE is provided in a separate branch of the software repository

· During the experiment, further improvements can be made

· By the next meeting it is expected that at least one independent party will report a detailed analysis about the tool, confirms that the implementation is correct, and gives reasons to include the tool in JEM

· As part of the experiment description, it should be captured whether performance relative to JEM as well as HM (with all other tools of JEM disabled) should be reported by the next meeting.
· 

It is possible to define sub-experiments within particular EEs, for example designated as EEX.a, EEX.b, etc., where X is the basic EE number.

(update subsequent paragraphs if in contradiction with principles above)
As a general rule, it was agreed that each EE should be run under the same testing conditions using one software codebase, which should be based on the JEM software codebase. An experiment is not to be established as a EE unless there is access given to the participants in (any part of) the TE to the software used to perform the experiments.

The general agreed common conditions for single-layer coding efficiency experiments were as described in the output document JVET-B1xxx.

Experiment descriptions should be written in a way such that it is understood as a JVET output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to EE work should identify individuals in addition to company names.

EE descriptions should not contain excessively verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the EE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JVET document archive.

Any technology must have at least one cross-check partner to establish an EE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the EE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.
Some agreements relating to EE activities were established as follows:

· Only qualified JVET members can participate in an EE.
· Participation in an EE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the EE should be announced and made available to all EE participants in a timely manner.

8.4 Software development (update)
Software coordinators were asked to work out the detailed schedule with the proponents of adopted changes.

Any adopted proposals where software is not delivered by the scheduled date will be rejected.

The planned timeline for software releases was established as follows:

· …
9 Output documents

The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate the editors responsible for the document production.
JVET-B1000 Meeting Notes of the 2nd JVET Meeting [G. J. Sullivan, J.-R. Ohm] [2016-XX-XX] (near next meeting)
JEM

CTC
10 Future meeting plans, expressions of thanks, and closing of the meeting (update)
· Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Thursday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting – a total of 6–6.5 meeting days), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Friday prior to such meetings and closing it on the last day of the WG 11 meeting – a total of 7.5 meeting days).

Some specific future meeting plans (to be confirmed) were established as follows:

· Thu. 26 May – Wed. 1 June 2016, 3rd meeting under ITU-T auspices in Geneva, CH.
· Fri. 14 – Fri. 21 Oct. 2016, 4th meeting under WG 11 auspices in Chengdu, CN.
· …

The agreed document deadline for the 3rd JVET meeting is XXday XX May 2016. Plans for scheduling of agenda items within that meeting remain TBA.
XX was thanked for the excellent hosting of the 2nd meeting of the JVET. [appreciation to those assisting with equipment.]
The JVET meeting was closed at approximately XX00 hours on XXX. XX Feb 2016.

Annex A to JVET report:
List of documents

Annex B to JVET report:
List of meeting participants

The participants of the second meeting of the JVET, according to a sign-in sheet circulated during the meeting sessions (approximately XX people in total), were as follows:
1. …
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