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Abstract

This document proposes to add two syntax elements to the slice header to control the output process. A new output process is proposed to replace the "bumping" process and it is claimed that the use of the proposed output process controlled by syntax elements in the slice header reduces unnecessary picture output delay. Further, it is claimed that the syntax controlled output process is better suited for temporal scalability since the encoder does not need separate decoder picture buffer (DPB) models for each temporal layer and since network nodes and decoders can rely on that temporal layer switching information is correct. The document describes how the flexible and efficient DPB usage provided by the "bumping" process is maintained by the proposed output process. A restriction is proposed to prohibit those cases that make the DPB status inconsistent among different temporal layers and that violate the concept of temporal layer switching points. It is also proposed that max_dec_frame_buffering and max_num_ref_frames can have different values for different temporal layers. The document also contains a proposed sequence parameter set (SPS) flag that can be used to indicate the most common case of output process usage, when both output delay and DPB size is minimized. With the proposed SPS flag the total bitrate increase for the common test conditions is one bit per sequence.
1 Introduction and Problem Statement 

In AVC, single-level temporal scalability is supported through usage of non-reference frames. Multi-level temporal scalability is supported through gaps_in_frame_num_allowed_flag and “non-existing” pictures. The “non-existing” pictures in AVC were used to ensure that the decoded picture buffer (DPB) status is the same regardless of how many temporal layers are decoded and that the correct number of pictures is outputted in the right order at the right time.

At the 7'th JCT-VC meeting in Geneva, document JCTVC-G1002 was adopted which removed frame_num and the generation of “non-existing” pictures. It was shown that the introduction of absolute signalling of reference pictures made it possible to remove these elements and still guarantee a correct decoding process regardless of how many layers that are decoded. Correct output order is also guaranteed. However, without changes to the output process it is not guaranteed that pictures are outputted at the same time if a sub-bitstream is decoded compared to if the entire bitstream is decoded. If the same DPB size is used, a very large output delay might be introduced when only lower temporal layers are decoded. This is shown in example 1 below. 

We propose that it should be possible to signal different values of max_dec_frame_buffering and max_num_ref_frames for each temporal layer. This can reduce the output delay for lower layers but it still can not guarantee that pictures are output at the same time when only lower layers are decoded. There are coding structures in which the output delay must increases for some pictures when the "bumping" process is used. This is shown in example 2. As a result of having different values for max_dec_frame_buffering and max_num_ref_frames for each temporal layer an encoder that uses an adaptive coding structure may have to store multiple output states for each picture – one for each temporal layer – to ensure that DPB limits are not exceeded for any temporal layer. This is a burden for the encoder. 

In a third example it is shown how having inconsistent output marking among different temporal layers can cause problems for a network node and a decoder when performing temporal layer switching.
1.1 Example 1
The coding structure defined in JCTVC-F900 (common conditions from the Torino meeting) for the Random Access case but with temporal layers turned on is shown in Figure 1. 
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Figure 1
. Coding structure for Random Access with temporal layers

Table 1 shows when pictures are outputted, comparing the current HEVC scheme with the proposed output scheme. The pictures represented by POC in the leftmost column are ordered in decoding order.

	
	Current scheme, layers decoded
	Proposed scheme, layers decoded

	POC
	0, 1, 2, 3
	0, 1, 2
	0, 1
	0
	0, 1, 2, 3
	0, 1, 2
	0, 1
	0

	0
	-
	
	
	
	-
	
	
	

	8
	-
	
	
	
	0
	0
	0
	0

	4
	-
	
	
	N/A
	-
	
	
	N/A

	2
	-
	
	N/A
	N/A
	-
	
	N/A
	N/A

	6
	-
	
	N/A
	N/A
	-
	
	N/A
	N/A

	1
	-
	N/A
	N/A
	N/A
	-
	N/A
	N/A
	N/A

	3
	-
	N/A
	N/A
	N/A
	1, 2
	N/A
	N/A
	N/A

	5
	0, 1
	N/A
	N/A
	N/A
	3, 4
	N/A
	N/A
	N/A

	7
	2, 3
	N/A
	N/A
	N/A
	5, 6
	N/A
	N/A
	N/A

	16
	4, 5
	
	
	
	7, 8
	2, 4, 6, 8
	4, 8
	8

	12
	6, 7
	
	
	N/A
	-
	
	
	N/A

	10
	-
	0
	N/A
	N/A
	-
	
	N/A
	N/A

	14
	-
	2
	N/A
	N/A
	-
	
	N/A
	N/A

	9
	-
	N/A
	N/A
	N/A
	-
	N/A
	N/A
	N/A

	11
	8, 9
	N/A
	N/A
	N/A
	9, 10
	N/A
	N/A
	N/A

	13
	10, 11
	N/A
	N/A
	N/A
	11, 12
	N/A
	N/A
	N/A

	15
	12, 13
	N/A
	N/A
	N/A
	13, 14
	N/A
	N/A
	N/A

	24
	14, 15
	4
	
	
	15, 16
	10, 12, 14, 16
	12, 16
	16

	20
	-
	6
	
	N/A
	
	
	
	N/A

	18
	-
	8
	N/A
	N/A
	
	
	N/A
	N/A

	22
	-
	10
	N/A
	N/A
	
	
	N/A
	N/A

	17
	-
	N/A
	N/A
	N/A
	
	N/A
	N/A
	N/A

	19
	16, 17
	N/A
	N/A
	N/A
	17, 18
	N/A
	N/A
	N/A

	21
	18, 19
	N/A
	N/A
	N/A
	19, 20
	N/A
	N/A
	N/A

	23
	20, 21
	N/A
	N/A
	N/A
	21, 22
	N/A
	N/A
	N/A

	32
	22, 23
	12
	0
	*
	23, 24
	18, 20, 22, 24
	20, 24
	24


*first picture is output when the picture with POC 56 is received.
Table 1. Comparison of output delay for the current HEVC scheme and the proposed scheme
1.2 Example 2
This proposal contains adding the possibility to signal max_dec_frame_buffering and max_num_ref_frames for each temporal layer. That will reduce the output delay of example 1 when the "bumping" process is used for output. However it is not possible to reduce the output delay for lower layers in all coding structures. An example is show in Figure 2.
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Figure 2
. Coding structure where it is not possible to minimize the delay for a lower temporal layer.
Let picX denote a picture with picture order count (POC) equal to X. Decoding all pictures is referred to as decoding the entire bitstream and only decoding pictures with temporal_id equal to 0 is referred to as decoding a sub-bitstream consisting of temporal layer 0.
Assuming that the decoding order is the same as the output order, a DPB size of 5 is needed for the entire bitstream (4 for reference pictures and 1 for decoding of the current picture). This will result in an output delay of 4 pictures, i.e. before decoding pic5, pic0 will be outputted, before decoding pic6, pic1 will be outputted, before decoding pic7, pic2 will be outputted.
The lowest possible DPB size for the sub-bitstream consisting of temporal layer 0 only, is 2 (1 for a reference picture and 1 for decoding of the current picture). This will give an output delay of 1 picture i.e. before decoding pic5, pic0 will be outputted, before decoding pic7, pic3 will be outputted.

However, the output status of pic3 is inconsistent between decoding the whole bitstream and decoding the sub-bitstream when processing pic7. If the whole bitstream is being decoded pic3 will not have been outputted when decoding pic7. If only the lowest temporal layer is being decoded pic3 will have been outputted when decoding the pic7.
Increasing the DPB size for the sub-bitstream does not solve the problem. If a DPB size of 3 is used, pic3 will not have been outputted when the pic7 is decoded. Thus the output status of all pictures in the DPB will be consistent among the layers at this point. However for a DPB size of 3, the output status of pic0 will not be consistent when decoding pic5. When the whole bitstream is decoded pic0 will have been outputted when decoding pic5. When the sub-bitstream consisting of temporal layer 0 is decoded pic0 will not have been outputted when decoding pic5.
1.3 Example 3
Consider the case where two temporal layers are encoded illustrated in Figure 3. Temporal layer 0 has a DPB size of 3 (including the current picture) and temporal layer 1 has a DPB size of 4 (including the current picture). Assume that nesting flag equals 1 so that it is possible to do temporal switching at any point in the bitstream.
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Figure 3
. Coding structure that causes problems
1.3.1 Complexity at the encoder with current WD:

With two temporal layers, an encoder must have two DPB models as shown in Table 2:

	POC
	temporal_id
	reference pics
	model 0 (layer 0 only) 
	model 1 (layer 0 and layer 1)

	
	
	
	not yet outputted  pics before decoding
	pics outputted before decoding
	not yet outputted  pics before decoding
	pics outputted before decoding

	0
	0
	-
	-
	-
	-
	-

	6
	0
	0
	0
	-
	0
	-

	4
	0
	0,6
	0,6
	-
	0,6
	-

	1
	1
	0,4,6
	N/A
	N/A
	0,4,6
	

	8
	0
	0,6
	6
	0,4
	0,6,4
	0,1

	2
	?
	
	
	
	
	


Table 2. DPB status for different temporal layers
After encoding picture 0, 6, 4 and 8 the encoder wonders if it is still possible to put in a picture with POC 2. Looking at model 0, picture 4 has already been outputted, thus it is not possible to put in a picture with POC 2 with temporal_id 0. However, looking at model 1, picture 4 has not been outputted, thus it is possible to put in a picture with POC 2 and temporal_id 1.
To conclude what POC values are allowed the encoder must have one DPB model per temporal layer since there is no guarantee that the output marking is the same in different DPB models. With a large number of temporal layers the modelling and the complexity inferred with it becomes a serious problem.
1.3.2 Ambiguity at the network node and at the decoder with current WD
Consider a network node that trims a bitstream according to changes in network conditions. If the network node does not communicate to the decoder how many layers are currently relayed, the decoder would have to assume all layers are relayed which could vastly increase the delay as indicated in Example 1. This is highly undesirable.
Further, even if we assume there was a reliable way to communicate from the network node to the decoder exactly how many layers are relayed at every time instant, correct output order can not be guaranteed at the decoder. Assume that the encoder codes the pictures according to Table 2 and sets temporal_id of POC 2 to 1. If the temporal layer switch is performed after picture 8 (which is fine since all pictures are switching points when nesting flag equals 1) then picture 4 will already have been outputted by the decoder when picture 2 is received.
This makes the temporal switching information misleading. The only way for a network node to ensure that the relayed stream is correctly output by the decoder is to make a DPB model inside the network node which makes the network node far more complex than what is realistic and makes temporal layer switching information rather useless.
Alternatively it could be added to the temporal layer switching point definition that a temporal layer switching point must not violate output order for any temporal layer switching. This would clearly complicate the temporal layer switching point definition and, more importantly, adding this requirement for the temporal layer switching point forces the encoder to evaluate DPB status for each switching point indication which can become a demanding task.
1.3.3 Solution with proposed scheme:

With the proposed scheme a single DPB model is needed at the encoder as shown in Table 3. (picture output is here illustrated for each temporal layer for information only.
	POC
	temporal_id
	reference pics
	OutputDistance
	picture output for layer 0
	picture output for layer 1 (and layer 0)

	0
	0
	-
	N/A
	-
	-

	6
	0
	0
	5
	0
	0

	4
	0
	0,4
	≥ 3
	-
	-

	1
	1
	0,4,6
	0
	N/A
	-

	8
	0
	0,6
	3
	4
	1,4

	2
	?
	
	
	
	


Table 3. DPB status for proposed method.
As shown in Table 3 the output of all pictures are performed at the same time regardless of how many layers are decoded. The encoder will see that it is not possible to put in a picture with POC 2 in any temporal layer.
2 Proposed solution
2.1 Proposed syntax and semantics

7.3.2.1 Sequence parameter set RBSP syntax

	seq_parameter_set_rbsp( ) {
	Descriptor

	…
	

	
max_temporal_layers_minus1
	u(3)

	
for( i = 0; i < max_temporal_layers_minus1; i++ ) {
	

	

max_num_ref_frames[ i ]
	ue(v)

	

max_dec_frame_buffering[ i ]
	ue(v)

	
}
	

	
output_distance_always_zero_flag
	u(1)

	…
	

	
max_num_ref_frames
	ue(v)

	
max_dec_frame_buffering
	ue(v)

	…
	

	}
	


max_num_ref_frames[ i ] specifies the maximum number of short-term and long-term reference frames, complementary reference field pairs, and non-paired reference fields pictures that may be used by the decoding process for inter prediction of any picture in the sequence with temporal_id equal to i. max_num_ref_frames also determines the size of the sliding window operation. The value of max_num_ref_frames shall be in the range of 0 to MaxDpbFrames, inclusive.
max_dec_frame_buffering[ i ] specifies the required size of the HRD decoded picture buffer (DPB) in units of frame buffers when decoding all temporal layers lower than or equal to i. The coded video sequence shall not require a decoded picture buffer with size of more than Max( 1, max_dec_frame_buffering[ i ] ) frame buffers for pictures with temporal_id lower than or equal to i to enable the output of decoded pictures at the output times specified by dpb_output_delay of the picture timing SEI messages. The value of max_dec_frame_buffering shall be greater than or equal to max_num_ref_frames. An upper limit for the value of max_dec_frame_buffering is specified by the level limits in subclauses A.3.1, A.3.2, G.10.2.1, and H.10.2.

output_distance_always_zero_flag equal to 1 specifies that the variable OutputDistance is always 0 and that output_all_preceding_pics_flag is not present in the slice headers of any picture in the coded video sequence. output_distance_always_zero_flag equal to 0 specifies that output_all_preceding_pics_flag is present in the slice headers of all pictures in the coded video sequence and is used to calculate the value of  the variable OutputDistance for each picture.
(Ed. note The WD text contains five instances of max_num_ref_frames that will be replaced with max_num_ref_frames[ temporal_id ]. The WD text contains seven instances of max_dec_frame_buffering that will be replaced by max_dec_frame_buffering[ temporal_id ].)

7.3.3. Slice header syntax

	slice_header( ) {
	Descriptor

	
entropy_slice_flag
	u(1)

	
if( !entropy_slice_flag ) {
	

	
…
	

	

if( IdrPicFlag ) {
	

	


idr_pic_id
	ue(v)

	


no_output_of_prior_pics_flag
	u(1)

	

}
	

	

else {
	

	


pic_order_cnt_lsb
	u(v)

	


if( output_distance_always_zero  = = 0 ) {
	

	



output_all_preceding_pics_flag
	u(1)

	



if( output_all_preceding_pics_flag  = =  0 ) {
	

	




output_distance_idc
	ue(v)

	



}
	

	


}
	

	
…
	

	}
	


When present, the value of the slice header syntax elements pic_parameter_set_id, idr_pic_id, no_output_of_prior_pics_flag, pic_order_cnt_lsb, short_term_ref_pic_set_pps_flag, short_term_ref_pic_set_idx, output_all_preceding_pics_flag and num_long_term_pics shall be the same in all slice headers of a coded picture. When present, the value of the slice header syntax elements output_distance_idc, delta_poc_lsb_lt_minus1[ i ] and used_by_curr_pic_lt_flag[ i ] shall be the same in all slice headers of a coded picture for each i in the range of 0 to num_long_term_pics, inclusive.

…
output_all_preceding_pics_flag equal to 1 specifies that all decoded pictures that are marked as "needed for output" shall be outputted and marked as "not needed for output" when their picture order count value is lower than the current picture before the decoding of the current picture as specified in Annex C. output_all_preceding_pics_flag equal to 0 specifies that output_distance_idc is present and will be used to specify which pictures shall be outputted before decoding of the current picture.

output_distance_idc is used to specify which pictures shall be outputted before decoding of the current picture. output_distance_idc shall be in the range of 0 to MaxPicOrderCntLsb/2-1.

The variable OutputDistance is calculated as follows:

If output_distance_always_zero equals 1, OutputDistance = 0

Otherwise, if output_all_preceding_pics_flag equals 0, OutputDistance = 0

Otherwise, if output_distance_idc equals 0, OutputDistance = MaxPicOrderCntLsb/2

Otherwise, (output_distance_always_zero equals 0, output_all_preceding_pics_flag equals 1 and output_distance_idc is not equal to 0) OutputDistance = output_distance_idc.

When at least one picture with temporal_id lower than or equal to the temporal_id of the current picture has been outputted the following applies:

Let X be the highest PicOrderCntVal of the PicOrderCntVal of all decoded pictures with temporal_id lower than or equal to the temporal_id of the current picture that have been outputted before invoking subclause C.4.2 for the current picture. Let X' be the highest PicOrderCntVal of the PicOrderCntVal of all decoded pictures with temporal_id lower than or equal to the temporal_id of the current picture that was outputted after invoking subclause C.4.2 for prevPic, where prevPic is the previous picture in decoding order with temporal_id lower than or equal to the temporal_id of the current picture. When X != X' then OutputDistance shall be less than PicOrderCntVal – X.

NOTE – The above restriction ensures that if a picture has been outputted before the decoding of a picture in a higher temporal layer then it will be outputted by the current picture if the higher temporal layer is removed. 

2.2 Proposed HRD modification
The HDR specification for decoder conformance is changed as follows: 

C.4 Decoder conformance

C.4.1 Operation of the output order DPB

The decoded picture buffer contains frame buffers. Each of the frame buffers contains a decoded picture that is marked as "used for reference" or is held for future output. At HRD initialisation, the DPB fullness, measured in frames, is set to 0. The following steps all happen instantaneously when an access unit is removed from the CPB, and in the order listed.

C.4.2 Removal of pictures from the DPB

The removal of pictures from the DPB before decoding of the current picture (but after parsing the slice header of the first slice of the current picture) proceeds as follows.

The decoding process for reference picture set as specified in subclause 8.2.2 is invoked.

–
If the current picture is an IDR picture, the following applies.

1. When the IDR picture is not the first IDR picture decoded and the value of pic_width_in_luma_samples or pic_height_in_luma_samples or max_dec_frame_buffering derived from the active sequence parameter set is different from the value of pic_width_in_luma_samples or pic_height_in_luma_samples or max_dec_frame_buffering derived from the sequence parameter set that was active for the preceding picture, respectively, no_output_of_prior_pics_flag is inferred to be equal to 1 by the HRD, regardless of the actual value of no_output_of_prior_pics_flag.

NOTE – Decoder implementations should try to handle changes in the value of pic_width_in_luma_samples or pic_height_in_luma_samples or max_dec_frame_buffering more gracefully than the HRD.

2. When no_output_of_prior_pics_flag is equal to 1 or is inferred to be equal to 1, all frame buffers in the DPB are emptied without output of the pictures they contain, and DPB fullness is set to 0.

–
Otherwise (the current picture is not an IDR picture), frame buffers containing a picture which are marked as "not needed for output" and "unused for reference" are emptied (without output), and the DPB fullness is decremented by the number of frame buffers emptied. When there is no empty frame buffer (i.e., DPB fullness is equal to DPB size), the "bumping" there is one or more pictures picX in the DPB marked as "needed for output" with PicOrderCnt( picX ) < PicOrderCnt( CurrPic ) - OutputDistance, the output process specified in subclause C.4.2.1 is invoked repeatedly until there is an empty frame buffer to store the current decoded picture all pictures picX with PicOrderCnt( picX ) < PicOrderCnt( CurrPic ) - OutputDistance have been marked as "not needed for output".

When the current picture is an IDR picture for which no_output_of_prior_pics_flag is not equal to 1 and is not inferred to be equal to 1, the following two steps are performed.

1.
Frame buffers containing a picture that is marked as "not needed for output" and "unused for reference" are emptied (without output), and the DPB fullness is decremented by the number of frame buffers emptied.

2.
All non-empty frame buffers in the DPB are emptied by repeatedly invoking the "bumping" output process specified in subclause C.4.2.1, and the DPB fullness is set to 0.

C.4.2.1 "Bumping" Output process

The "bumping" output process is invoked in the following cases.

–
The current picture is an IDR picture and no_output_of_prior_pics_flag is not equal to 1 and is not inferred to be equal to 1, as specified in subclause C.4.2.

–
There is no empty frame buffer (i.e., DPB fullness is equal to DPB size) and an empty frame buffer is needed for storage of a decoded (non-IDR) picture There is one or more pictures picX in the DPB marked as "needed for output" with PicOrderCnt( picX ) < PicOrderCnt( CurrPic ) - OutputDistance, as specified in subclause C.4.2.

The "bumping" output process consists of the following ordered steps:

1. The picture that is first for output is selected as the one having the smallest value of PicOrderCntVal of all pictures in the DPB marked as "needed for output".

2. The picture is cropped, using the cropping rectangle specified in the active sequence parameter set for the picture, the cropped picture is output, and the picture is marked as "not needed for output".

3. If the frame buffer that included the picture that was cropped and output contains a picture marked as "unused for reference", the frame buffer is emptied and the DPB fullness is decremented by 1.

C.4.3 Picture decoding, marking and storage

The current picture is decoded and stored in an empty frame buffer in the DPB. The DPB fullness is incremented by one, and the following applies.

–
If the current decoded picture has OutputFlag equal to 1, it is marked as "needed for output".

–
Otherwise (the current decoded picture has OutputFlag equal to 0), it is marked as "not needed for output".

If the current decoded picture is a reference picture, it is marked as "used for reference", otherwise (the current decoded picture is a non-reference picture), it is marked as "unused for reference".
2.3 Proposed HRD addition

The HRD in HEVC does not yet contain a bitstream conformance section.

We propose that when the bitstream conformance section is added to the HEVC the DPB condition is formulated as:

At any time instant, there shall be at most max_dec_frame_buffering[ i ] pictures with temporal_id lower than or equal to i in the DPB for all i in the range of 0 to max_temporal_layers_minus1, inclusive.
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