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Abstract

This contribution presents the application of a quantisation tool that exploits masking phenomena related to the Human Visual System (HVS) in the High Efficiency Video Coding (HEVC). In particular, the pixel intensity masking phenomenon is considered in this contribution which leads the HVS to be less sensitive in image areas where the average pixel intensity is either low or higher. The pixel intensity masking contributes to the HVS Just Noticeable Distortion (JND) which corresponds to the maximum distortion level that can be introduced in an image area without being noticeable by human observers. In this contribution, a mapping between the average block pixel intensity and the JND level is considered and used to modulate the step in the HEVC quantizer for each Transform Unit (TU). In this way for each image block being coded, the quantization level is perceptually adapted to its content. The JND varying quantization step needs to be communicated to the decoder to properly decode the received bitstream. It should be noted that communicating the varying quantization step for each TU would increase the coded rate. To avoid this communication, this proposal presents a method to estimate the JND level at the decoder. Furthermore, also the mapping between the average TU pixel intensity and the JND levels must be communicated to the decoder. To this end, this proposal presents a method to parameterise the JND profile and transmitting it to the decoder. The methods presented in this contribution have been integrated in the HM-5.0 codec and the reconstructed videos have been viewed to assess their subjective quality. It is reported that for high bitrates, the contents coded with JND quantization present the same subjective quality of their respective anchors with bitrate reductions up to 25%.
1 Introduction
The Human Visual System (HVS) shows nonlinear sensitivity to the distortion introduced by lossy image and video coding [1], [2]. This nonlinear sensitivity is due to spatial and temporal masking phenomena. The former masking relates to the spatial features in the image being coded while the latter is related to the motion component in videos. The overall effect brought by these masking phenomena is the so-called Just Noticeable Distortion (JND) [1]. The JND refers to the maximum level of distortion that can be introduced in an image or video content without being noticeable by human observers. Literature reports several proposals to model the aforementioned masking phenomena (see [1] and references therein) and the associated JND. In this contribution, only the masking due to the average pixel intensity is considered. In particular, this masking leads the HVS to be less sensitive to the distortion introduced in image areas (e.g. blocks) with lower or higher average pixel intensities. Given this different distortion sensitivity, the JND level is higher in image areas with lower or higher pixel intensities. For a given range of intensity values associated to a given image block, the mapping between each intensity and JND value is called JND profile. An example of JND profile is depicted in Figure 1, where µ denotes the average pixel intensity for a given image block in the original video being compressed. The JND profile can be used to increase the quantization step in image areas where the HVS is less sensitive to the distortion. In particular the higher discarded amount is obtained by increasing the quantization step and this increment is usually done my multiplying the initial quantization step Q with the JND level (JND(µ)). In this way a (perceptual) JND quantization step (QJND) is obtained as QJND = Q × JND(µ). The value for QJND depends on the JND(µ) which in turn depends on the average intensity value µ for the original image block being decoded. As stated above, µ is computed over the original video data which are now needed also at the decoder side for inverse quantization. A trivial approach to making the µ value available at the decoder is to transmit it together with coded data. However, this transmission may significantly increase the video coding rate. Another issues related to the usage of the JND profile is how to transmit the profile values. One approach may consist in sending all the JND levels for all the possible average pixel intensities. Considering 8 bits depth per pixel and b bits used to represent the JND profile values, the number of bits (Nbits) needed to transmit the JND profile for all the three pixel components (e.g. Y, U and V) is:
Nbits = 3×28×b.

Considering that the video content producers should be left free to choose the JND profile with a fine level of granularity (e.g. frame level), the bits associated to the JND profile transmission may be considerably high. In summary, using JND quantization to perceptually vary the quantizer step in the HEVC codec requires to address the following two problems:

· How to transmit/recover the average pixel intensity µ for each coded block.
· How to transmit the JND profile values to the decoder.
Solutions for these two problems are now proposed in the following section.

[image: image1.emf]   

µ(k)

JND(µ(k))

µ

JND(µ)

1


Figure 1: JND profile curve example whereby µ denotes the average pixel intensity.
2 Perceptual quantization in the HEVC codec

2.1 Average pixel intensity estimation
Most of the JND luminance profiles are proposed to operate in the frequency domain as this is the domain where quantization takes place in video codecs. For these models, the level at which the average pixel intensity (µ) is computed is usually the transform unit (TU) of N×M size. In this proposal, the TU is the level where µ is computed to obtain the JND(µ). Instead of sending the average pixel intensity value for each TU, this proposal uses the method derived in [4] whereby µ is estimated by computing the average over the TU predictor pixels. In particular, with this method an estimate 
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 for µ can be derived as follows:



[image: image3.wmf]å

å

-

=

-

=

´

=

1

0

1

0

)

,

(

1

M

x

N

y

y

x

P

M

N

m

,
(1

1
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where M, N denote the TU height and width respectively and P(·) denotes the predictor (inter or intra) for the TU being considered. In this contribution a different µ estimate is computed according to (1) for each component c (i.e. Y, U and V). In this way a different estimate 
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 can be obtained for each image component so that it can better fit to the used JND profile for that component. 
2.2 JND profile transmission to the decoder

The U-shape for the JND profile as depicted in Figure 1 has been confirmed by different and independent studies reported in the literature [1], [5] and [6]. This particular shape comes from the HVS pixel intensity masking whereby the JND level is higher in lower and higher intensities values. From this consideration, this proposal presents a method to parameterise the JND profile to reduce the number of bits needed to transmit it to the decoder. The presented parameterization assumes a linear piecewise approximation of the JND profile as depicted in Figure 2. From this linear piecewise approximation, four characteristic points may be highlighted: A, B, C and D. These points delimit three different regions whereby the HVS sensitivity to the distortion is different. In particular the region between points A and B corresponds to the lower pixel intensities whereas the HVS sensitivity is low and therefore the JND is high. The region between points B and C corresponds to the middle pixel intensities whereas the HVS sensitivity is high and hence the quantization step QJND should equal to k·Q (i.e. JND(µ) ≡ k, for all µB<µ<µC) with k a given constant value. Finally the region between points C and D corresponds to the higher pixel intensities whereas the HVS sensitivity is low and therefore the JND is high. In this proposal, the JND profile values are obtained by computing the three straight lines passing through, respectively, (A, B), (B, C) and (C, D). With these computations, only a smaller subset of parameters should be transmitted to the decoder. The JND profile parameters transmitted are the following:
· JNDA: JND level at point A which corresponds to the point ordinate.
· µB: Average pixel intensity at point B which corresponds to the point abscissa.

· JNDB: JND level at point B which corresponds to the point ordinate.

· µC: Average pixel intensity at point C which corresponds to the point abscissa.

· JNDC: JND level at point C which corresponds to the point ordinate.

It should be noted that the parameters µA, JNDC and µD are not transmitted because they are equal to, respectively, 0, JNDB and 2n-1 where n denotes the pixel bit depth for the input source data. In this proposal, the aforementioned five parameters are transmitted in the Picture Parameter Set (PPS) and one different JND profile for each component (Y, U and V) is assumed. Therefore a total of 15 (i.e. 5×3) parameters is transmitted.
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Figure 2: Linear piecewise approximation for the JND profile.
2.3 JND profile values computation
To compute the JND profile values using only integer arithmetic, the following steps are carried out:
· Step 1 (JND values scaling for points A, B and D): The values for JNDA, JNDB and JNDD are scaled up by θ bits as follows:
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where L is equal to A, B and D and << denotes the right shift by θ bits. In this proposal, θ is equal to 10 bits.
· Step 2 (JND profile values between points A and B): A negative slope straight line passing through A and B is derived. In particular the slope m and the offset q are computed as:
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The JND profile values JNDUP(µ) for 0 < µ < µB are obtained as: JNDUP(µ) = m·µ + q.
· Step 3 (JND profile values between points B and C): The values in this JND profile part are set equal to JNDB, that is JNDUP(µ) = 
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 for µB ≤ µ ≤ µC.
· Step 4 (JND profile values between points C and D): A positive slope straight line passing through C and D is computed. In particular the slope m and the offset q are computed as:
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The JND profile values JNDUP(µ) for µC < µ < µD are obtained as: JNDUP(µ) = m·µ + q.

· Step 5 (JND profile values final scaling): The JND profile values are now scaled to the internal bit depth representation used by the HEVC codec for the quantization matrices ([7]), i.e. four bits. Therefore the final JND profile values (JNDfin) are given by:
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where offset = 1<< (θ – 4 – 1).

3 Experimental results

The perceptual quantization presented in this proposal has been integrated in the HEVC codec version 5.0 (HM-5.0) and tested over the JCT-VC test contents. The chosen encoder configurations are the ones as reported in [8]: Random Access – High Efficiency (HE), Random Access – Low Complexity (LC), Low Delay B – HE, Low Delay B – LC. The chosen JND profile is the one proposed in [6] with the values modified as in [4] as follows:

JNDA = 4, µB = 62, JNDB = 1, µC = 115, JNDD = 4.
This profile is used for all the three components (Y, U, and V). Given the quantization step increment performed by perceptual quantization presented in this contribution, the PSNR values for the contents coded using the JND profile will be inevitably lower than the PSNR for the anchors contents. Therefore, the BD-rates will not be reported in this contribution. Conversely, an informal subjective viewing session has been carried at the BBC R&D premises. The results for this subjective viewing session together with the bitrate reductions and PSNR losses are reported in Table 1. As may be noted, the subjective quality provided by the HEVC codec with JND quantization is the same as the quality provided by the anchor contents at high bitrates (i.e. QP = 22, 27). For QP equal to 32 and 37 some artifacts are instead noticeable; this phenomenon suggests that the JND profile is dependent with the quantization parameter and therefore different JND profiles should be transmitted for different QPs. The JND profile transmission method described in Section 2.2 allows for this different transmission. From Table 1 it may be also noted that for the same subjective quality, bitrate reductions of up 25% are reported. Finally, the reported bitrate reductions show a common trend where the reduction decreases as the QP increases. This trend is exactable as at high QPs the residue coefficients are quantized to zero to low values regardless the JND quantization adjustment described in Section 1.
Table 1: Video contents viewed in the subjective session.
	Configuration
	Sequence
	QP
	ΔPSNR (Luma) [dB]
	ΔRate
[%]

	ra_he
	basketballdrive
	22
	0.22
	-8.55

	ra_he
	basketballdrive
	27
	0.20
	-4.87

	ra_he
	basketballdrive
	32
	0.21
	-3.85

	ra_he
	basketballdrive
	37
	0.21
	-3.11

	ra_he
	cactus
	22
	0.28
	-13.76

	ra_he
	cactus
	27
	0.26
	-5.19

	ra_he
	cactus
	32
	0.32
	-3.42

	ra_he
	cactus
	37
	0.36
	-3.00

	ra_he
	bqterrace
	22
	0.79
	-25.42

	ra_he
	bqterrace
	27
	0.34
	-17.87

	ra_he
	bqterrace
	32
	0.39
	-6.98

	ra_he
	bqterrace
	37
	0.45
	-3.23

	ra_lc
	traffic
	22
	0.52
	-8.17

	ra_lc
	traffic
	27
	0.50
	-6.02

	ra_lc
	traffic
	32
	0.51
	-4.88

	ra_lc
	traffic
	37
	0.50
	-4.72

	ld_lc
	vidyo1
	22
	0.48
	-12.88

	ld_lc
	vidyo1
	27
	0.55
	-7.99

	ld_lc
	vidyo1
	32
	0.64
	-5.62

	ld_lc
	vidyo1
	37
	0.64
	-5.08

	ld_lc
	vidyo4
	22
	0.58
	-20.92

	ld_lc
	vidyo4
	27
	0.59
	-13.59

	ld_lc
	vidyo4
	32
	0.58
	-9.33

	ld_lc
	vidyo4
	37
	0.53
	-6.29

	ra_he
	kimono
	22
	0.24
	-7.57

	ra_he
	kimono
	27
	0.28
	-4.63

	ra_he
	kimono
	32
	0.30
	-4.07

	ra_he
	kimono
	37
	0.29
	-3.71

	ra_lc
	partyscene
	22
	0.86
	-8.60

	ra_lc
	partyscene
	27
	0.67
	-7.74

	ra_lc
	partyscene
	32
	0.54
	-6.86

	ra_lc
	partyscene
	37
	0.47
	-6.68

	ld_lc
	bqmall
	22
	0.58
	-9.28

	ld_lc
	bqmall
	27
	0.50
	-7.57

	ld_lc
	bqmall
	32
	0.42
	-6.10

	ld_lc
	bqmall
	37
	0.36
	-5.29

	ld_lc
	basketballdrill
	22
	0.42
	-8.35

	ld_lc
	basketballdrill
	27
	0.34
	-7.90

	ld_lc
	basketballdrill
	32
	0.23
	-6.47

	ld_lc
	basketballdrill
	37
	0.19
	-5.33


4 Conclusions
This proposal has presented the integration of some HVS characteristics in the HM, notably the JND due to the average pixel intensity. The integrated JND profile allows to perform perceptual quantization, thus to allocate the available rate in a perceptual fashion. It should be noted that the presented perceptual quantization can be coupled with the default frequency weighting matrices [7] or with others customized matrices to further optimize the perceptual quality for a given target rate. An informal subject viewing over the tested contents, revealed that the subjective quality for the contents coded with the perceptual quantization is the same of the HM-5.0 anchors for high bitrates (QP = 22 and 27). Conversely, some noticeable artifacts appear at lower bitrates (QP = 32 and 37) which suggest that a different JND profile should be designed. At the same perceived quality, bitrate reductions of up to 25% are observed.
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6 Appendix: Syntax and inverse quantization required changes
6.1 Appendix: Syntax changes required in the WD
The presented JND quantization requires changes in the current WD syntax specification. From what stated in Section 2.2, the JND profile parameters are transmitted in the PPS; therefore the required syntax changes to the PPS are listed in Table 2 and highlighted in red.
Table 2: Picture parameter set changes required by the proposed JND quantization.
	pic_parameter_set_rbsp( ) {
	Descriptor

	
pic_parameter_set_id
	ue(v)

	
seq_parameter_set_id
	ue(v)

	
entropy_coding_synchro
	u(v)

	
cabac_istate_reset_flag
	u(1)

	
if( entropy_coding_synchro ) 
	

	

num_substreams_minus1
	ue(v)

	
num_short_term_ref_pic_sets
	ue(v)

	
for(idx = 0; idx < num_short_term_ref_pic_sets; idx++)
	

	

short_term_ref_pic_set( idx )
	

	
long_term_ref_pics_present_flag
	u(1)

	
num_temporal_layer_switching_point_flags
	ue(v)

	
for( i = 0; i < num_temporal_layer_switching_point_flags; i++ )
	

	

temporal_layer_switching_point_flag[ i ]
	u(1)

	
num_ref_idx_l0_default_active_minus1
	ue(v)

	
num_ref_idx_l1_default_active_minus1
	ue(v)

	
pic_init_qp_minus26  /* relative to 26 */
	se(v)

	
constrained_intra_pred_flag
	u(1)

	
slice_granularity
	u(2)

	
max_cu_qp_delta_depth
	ue(v)

	
weighted_pred_flag
	u(1)

	
weighted_bipred_idc
	u(2)

	
tile_info_present_flag
	u(1)

	
if( tile_info_present_flag = = 1 ) {
	

	

num_tile_columns_minus1
	ue(v)

	

num_tile_rows_minus1
	ue(v)

	

if( num_tile_columns_minus1 != 0 | | num_tile_rows_minus1 != 0 ) {
	

	


tile_boundary_independence_flag
	u(1)

	


uniform_spacing_flag
	u(1)

	


if( !uniform_spacing_flag ) {
	

	



for( i = 0; i < num_tile_columns_minus1; i++ )
	

	




column_width[i]
	ue(v)

	



for( i = 0; i < num_tile_rows_minus1; i++ )
	

	




row_height[i]
	ue(v)

	


}
	

	

} 
	

	
}
	

	
jnd_quantization_present_flag
	u(1)

	
if(jnd_quantization_present_flag = = 1 ) {
	

	

/* JND profile for luminance Y */  
	

	

jnd_point_A  
	ue(v)

	

average_intensity_point_B
	ue(v)

	

jnd_point_B
	ue(v)

	

average_intensity_point_C
	ue(v)

	

jnd_point_D
	ue(v)

	

/* JND profile for chrominance U */  
	

	

jnd_point_A  
	ue(v)

	

average_intensity_point_B
	ue(v)

	

jnd_point_B
	ue(v)

	

average_intensity_point_C
	ue(v)

	

jnd_point_D
	ue(v)

	

/* JND profile for chrominance V */  
	

	

jnd_point_A  
	ue(v)

	

average_intensity_point_B
	ue(v)

	

jnd_point_B
	ue(v)

	

average_intensity_point_C
	ue(v)

	

jnd_point_D
	ue(v)

	
}
	

	
rbsp_trailing_bits( )
	

	}
	


6.2 Changes in the inverse quantization process
For the k-th TU being dequantized and using the same notation as in [9], the inverse quantization process with the proposed JND quantization is performed as follows:

coeffQ[i][j] = ((level[i][j]×JNDk×IQ[QP%6] << (QP/6)) + offset)>>(M-1+DB+4),
(6

6

 REF invquant_eq *\MERGEFORMAT6 SET invquant_eq )
where M = log2(N) with N = TU side size, DB = internal bit depth increment, IQ is the inverse quantization scaling and finally JNDk is the JND level for the k-th TU. The formula in (6) assumes that the flat JND profile will have all its entries equal to 16. This accounts for the additional shift of 4 bits.
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