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Abstract

This document proposes a design for simplification of slices and tiles. In the design, there is no separation between independent tile and dependent tile and at every ends of tiles, a slice is terminated. Therefore, every slice is included in a tile with no crossing tile boundaries. To emulate independent tile, slice is used and its boundary is coincided with tile boundary while to emulate dependent tile, entropy slice is used and its boundary is coincided with tile boundary.

With the proposed design, tile boundary is not needed to check availability and only slice (or entropy slice) boundary is enough to determine availability for in-picture prediction and entropy context prediction. QP and cabac_init_idc are initialized from the (first) slice header in tiles. Tile entry points in the bitstream are known by parsing slice header’s slice address without explicit location information for markers.
1 Introduction

In the HEVC, There are several picture partitioning schemes, for example, slices, entropy slices, (dependent/independent) tiles and wavefront parallel processing (WPP). WPP is defined as processing in tile and entropy slice is regarded as a kind of slice or a subset of a slice because it is signalled in a short slice header. However, there is no restriction between slices and tiles. This allows intersection of slice boundaries and tile boundaries.

[image: image1]
In the above Figure 1, Slice1 cross the tile boundary. For checking availability for in-picture prediction and context modeling, every PU, CU or TU needs to check whether neighbors exist over the slice boundaries or tile boundaries. For an example of dependent tile with slice1, in-picture prediction is allowed over tile boundary if tile boundary is not coincided with slice boundary. Otherwise, in-picture prediction is not allowed over tile boundary. If the tile is the independent tile, in-picture prediction over tile boundary is disallowed even though the current unit is not on slice boundaries.
2 Description

To clarify the relationship between slice and tiles, each features are summarized in the following 

	Feature
	Slices
	Entropy Slices
	Independent Tiles
	Dependent Tiles

	In-picture prediction
	X
	O
	X
	O

	Context prediction
	X
	X
	X
	O

	LCU order changing
	X
	X
	O
	O

	Packetization
	O
	O
	X
	X


In in-picture prediction over boundaries, entropy slices are similar to dependent tiles. But those are different in entropy context prediction over boundaries. However, in the previous meeting, flushing and re-initialization of the internal state variables of CABAC at the end of the tile adjacent the column boundary and the CABAC probabilities inheritance of the first LCU in the next tile from those of the adjacent left LCU were adopted for low latency processing[1]. Therefore, loss would not be much by terminating CABAC and re-initialization by tables by use of entropy slice at tile boundaries compared to it. As benefits of using entropy slices, entropy point signalling is not needed and extra buffer to store the CABAC probabilities of the left LCU of tile columns is not required. Also, one LCU line’s latency of a tile is not required to do parallel processing.
The proposed method restricts one or more slices to be included inside a tile but not crossed. That is, a Tile is always the larger than or equal to a slice (Figure 2).

Since independent tile boundaries’ feature is the same as slice boundaries, at least independent tile boundaries are better to be matched with slice boundaries. In that case, availability checking for in-picture prediction doesn’t need to check whether the prediction values can be taken across independent tile boundaries.

In the proposed syntax, tile_boundary_independence_flag is not needed because tiles are separated one or more slices and tile boundaries’ feature follows slice boundaries’ feature according to slices or entropy slices. loop_filter_across_tile_flag can be substituted by loop_filter_across_slice_flag. Markers for entry points of tiles in the bitstream are not needed because tile entropy points in the bitstream are known by parsing slice header and matching slice address and tile entry address.
The following Figure 3 indicates the proposed relationship between a picture, slices and tiles. 
[image: image2]
3 Experimental result

Since features of independent tile’s boundaries are the same as the ones of (non-entropy) slice’s boundaries, it is focused on how much performance loss could be happened by changing dependent tile’s boundaries to entropy slice’s boundaries by enforcement. The following example Figure 4 illustrates testing in 4 columns’ dependent tiles. Note that the first slice is always encoded as (non-entropy) slice in tiles.

[image: image3]
Performance loss of tested configuration may be resulted from:

· Cabac probabilities reset at the first LCU in each dependent tiles

· Cabac context prediction is disallowed over entropy slice boundaries

· Entropy slice header signalling instead of signalling of locations for markers

Reference sw is HM5.0-dev-misc(r1763) patched by solution of #286 with the following configuration. The configuration is set by assuming low latency processing which needs to signal location markers in slice header.

TileInfoPresentFlag


: 1
# 1: tiles parameters are present in the PPS
UniformSpacingIdc


: 1
# 1: the column and row boundaries are distributed uniformly
TileBoundaryIndependenceIdc
: 0
# 0: the column and row boundaries do NOT break prediction mechanisms

NumTileColumnsMinus1

: 1 or 3
# Number of columns in a picture minus 1

TileLocationInSliceHeaderFlag
: 1
# 1: Enable writing tile location information to slice header.

TileMarkerFlag


: 1
# 1: Enable writing tile markers.
TileControlPresentFlag

: 1
# 1: tiles behavior control parameters are present in the PPS
To measure performance loss from the cabac probabilities initialization at the first LCU in each dependent tiles, code is changed from inherited probabilities to reset probabilities at the corresponding positions. This test was also recommended for further study in the previous meeting note.
The following Table 1 shows the result when the number of columns in a picture is 2.
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Class A (8bit) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class B 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class C 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class D 0.0% -0.1% 0.0% 0.0% 0.0% 0.0%

Class E 0.0% -0.1% -0.1% 0.0% -0.1% 0.0%

Overall 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class F 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A (8bit) 0.0% 0.1% 0.1% 0.0% 0.0% 0.1% 0.0% 0.0% 0.2%

Class B 0.1% 0.1% 0.1% 0.0% 0.0% 0.2% 0.0% 0.1% 0.1%

Class C 0.0% 0.0% 0.0% 0.0% -0.1% -0.1%

Class D 0.0% 0.0% -0.2% 0.1% -0.2% -0.1%

Class E

Overall 0.0% 0.0% 0.0% 0.0% -0.1% 0.1% 0.0% 0.1% 0.2%

0.0% 0.0% 0.0% 0.0% -0.1% 0.1% 0.0% 0.1% 0.2%

Class F 0.0% -0.1% 0.1% 0.0% 0.0% 0.1%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A

Class B 0.0% 0.0% -0.1% 0.1% 0.2% 0.4%

Class C 0.0% 0.1% 0.2% 0.0% -0.1% 0.1%

Class D 0.2% 0.1% 0.6% 0.2% 0.2% 0.1%

Class E 0.0% 0.4% 0.3% 0.0% 0.3% 0.0%

Overall 0.1% 0.1% 0.2% 0.1% 0.1% 0.2%

0.1% 0.1% 0.3% 0.1% 0.2% 0.1%

Class F 0.0% 0.1% -0.1% 0.0% 0.6% -0.2%

Enc Time[%]

Dec Time[%]

100%

100%

100%

98%

100%

99%

100%

99%

Low delay B LC Low delay B HE Low delay B HE-10



All Intra HE All Intra LC

100%

99%

101%

99%

Random Access HE Random Access LC



All Intra HE-10



Random Access HE-10

100%

100%


Table 1. Cabac init by table (column 2)
The following Table 2 shows the result when the number of columns in a picture is 4.
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Class A (8bit) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class B 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class C 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class D 0.0% -0.1% 0.0% 0.0% 0.0% 0.0%

Class E 0.1% -0.2% -0.2% 0.0% -0.2% -0.1%

Overall 0.0% -0.1% -0.1% 0.0% 0.0% 0.0%

0.0% -0.1% 0.0% 0.0% 0.0% 0.0%

Class F 0.0% -0.1% -0.1% 0.0% 0.1% 0.0%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A (8bit) 0.0% 0.1% -0.1% 0.0% 0.0% 0.3% 0.0% 0.2% 0.2%

Class B 0.0% 0.0% 0.1% 0.0% 0.0% 0.0% 0.1% 0.2% 0.1%

Class C 0.0% 0.2% 0.1% 0.0% 0.2% 0.1%

Class D 0.2% 0.3% 0.3% 0.2% 0.2% -0.2%

Class E

Overall 0.1% 0.1% 0.1% 0.1% 0.1% 0.0% 0.1% 0.2% 0.2%

0.1% 0.1% 0.1% 0.1% 0.1% 0.0% 0.1% 0.2% 0.2%

Class F 0.0% 0.0% 0.1% 0.1% 0.1% 0.2%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A

Class B 0.1% 0.2% 0.5% 0.1% 0.3% 0.5%

Class C 0.1% 0.4% 0.4% 0.1% 0.4% 0.2%

Class D 0.3% 0.1% 1.0% 0.4% 1.0% 0.3%

Class E 0.0% 0.5% 0.2% 0.1% 0.4% -0.4%

Overall 0.1% 0.3% 0.5% 0.2% 0.5% 0.2%

0.1% 0.3% 0.5% 0.2% 0.6% 0.2%

Class F 0.2% 0.5% 0.6% 0.1% 0.0% 0.5%

Enc Time[%]

Dec Time[%]



All Intra HE-10



Random Access HE-10

100%

101%

Low delay B HE-10



All Intra HE All Intra LC

101%

100%

101%

100%

Random Access HE Random Access LC

100%

100%

100%

99%

Low delay B LC Low delay B HE

100%

99%

100%

99%


Table 2. Cabac init by table (Column 4)
In the following, the illustrated example of Figure 4 is tested by setting both of TileLocationInSliceHeaderFlag and TileMarkerFlag to 0 to exclude location markers without code change from the above configuration. The reference configuration remains the same as the above. In the tested SW, every tile is terminated by entropy slice termination and among syntax which can be excluded from the short slice header (i.e. light weight slice header or entropy slice header), the max number of merge candidates syntax is excluded in the short slice header. By this way, short slice header can be lighter further[2].

The following Table 3 shows the result when the number of columns in a picture is 2.
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Class A (8bit) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class B 0.0% 0.0% 0.0% 0.0% 0.1% 0.1%

Class C 0.0% 0.0% 0.0% 0.0% 0.1% 0.1%

Class D 0.0% -0.1% 0.0% 0.0% 0.1% 0.2%

Class E 0.0% -0.1% 0.0% 0.0% 0.1% 0.1%

Overall 0.0% 0.0% 0.0% 0.0% 0.1% 0.1%

0.0% 0.0% 0.0% 0.0% 0.1% 0.1%

Class F 0.0% -0.1% 0.0% 0.0% 0.1% 0.1%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A (8bit) 0.1% 0.0% 0.0% 0.1% 0.1% 0.3% 0.1% 0.1% 0.3%

Class B 0.2% -0.3% -0.2% 0.3% 0.1% 0.4% 0.2% -0.2% -0.1%

Class C 0.2% -0.1% 0.1% 0.2% 0.1% 0.3%

Class D 0.3% 0.1% 0.1% 0.4% -0.1% 0.3%

Class E

Overall 0.2% -0.1% 0.0% 0.3% 0.1% 0.3% 0.2% -0.1% 0.1%

0.2% -0.1% 0.0% 0.3% 0.1% 0.3% 0.2% 0.0% 0.1%

Class F 0.5% 0.4% 0.5% 0.5% 0.6% 0.5%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A

Class B 0.2% -0.5% -0.2% 0.3% 0.5% 0.3%

Class C 0.1% 0.0% 0.1% 0.2% 0.2% 0.0%

Class D 0.4% 1.1% 0.4% 0.5% 0.2% 0.0%

Class E 0.4% -0.1% 0.4% 0.3% 1.3% 0.7%

Overall 0.3% 0.1% 0.2% 0.3% 0.5% 0.2%

0.3% 0.0% 0.1% 0.3% 0.5% 0.2%

Class F 0.3% 0.2% 0.0% 0.4% 0.1% 0.5%

Enc Time[%]

Dec Time[%]



All Intra HE-10



Random Access HE-10

100%

100%

Low delay B HE-10



All Intra HE All Intra LC

101%

101%

101%

102%

Random Access HE Random Access LC

100%

104%

100%

104%

Low delay B LC Low delay B HE

100%

104%

100%

104%


Table 3. Using Entropy slice (Column 2)
The following Table 4 shows the result when the number of columns in a picture is 4.
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Class A (8bit) 0.0% 0.0% 0.0% 0.0% 0.1% 0.1%

Class B 0.0% 0.0% 0.0% 0.1% 0.2% 0.2%

Class C 0.0% 0.0% 0.0% 0.1% 0.3% 0.3%

Class D 0.0% -0.1% 0.0% 0.0% 0.5% 0.5%

Class E 0.1% -0.2% -0.1% 0.1% 0.2% 0.3%

Overall 0.0% 0.0% 0.0% 0.1% 0.3% 0.3%

0.0% 0.0% 0.0% 0.1% 0.3% 0.3%

Class F 0.1% -0.1% 0.1% 0.1% 0.2% 0.1%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A (8bit) 0.3% 0.2% 0.0% 0.3% 0.3% 0.2% 0.6% 0.7% 0.7%

Class B 0.8% 0.2% 0.1% 0.7% 0.4% 0.4% 0.8% 0.1% 0.1%

Class C 0.5% 0.6% 0.4% 0.6% 0.6% 0.5%

Class D 0.9% 1.0% 1.3% 1.4% 0.8% 1.0%

Class E

Overall 0.7% 0.5% 0.5% 0.8% 0.5% 0.6% 0.7% 0.4% 0.4%

0.7% 0.5% 0.4% 0.8% 0.5% 0.6% 0.7% 0.4% 0.3%

Class F 1.0% 0.5% 0.7% 1.0% 0.9% 1.0%

Enc Time[%]

Dec Time[%]

Y U V Y U V Y U V

Class A

Class B 0.8% -0.2% -0.4% 0.8% 0.6% 0.5%

Class C 0.5% 0.4% 0.5% 0.7% 0.7% 0.5%

Class D 1.2% 1.0% 1.8% 1.6% 1.6% 1.2%

Class E 1.1% 1.1% 1.1% 1.1% 1.5% 0.3%

Overall 0.9% 0.5% 0.7% 1.0% 1.0% 0.7%

0.9% 0.5% 0.6% 1.0% 1.0% 0.6%

Class F 1.2% 0.9% 1.4% 1.3% 0.7% 0.9%

Enc Time[%]

Dec Time[%]

100%

112%

100%

113%

100%

113%

100%

112%

Low delay B LC Low delay B HE Low delay B HE-10



All Intra HE All Intra LC

101%

104%

101%

105%

Random Access HE Random Access LC



All Intra HE-10



Random Access HE-10

100%

102%


Table 4. Using Entropy slice (Column 4)
It is noted that loss is the larger in the smaller resolution and when the number of tiles is increased. While investigating the main reason of loss, it is found that the current slice and entropy slice implementation in the reference software is not working correctly when tiles are enabled with the number of columns greater than 1. It is because LCU address should be changed to be ordered within a tile when tiles are used with multiple columns, but in the software, LCU address is still raster scan address not within a tile but within a picture (while WD has no problem). Due to this problem in the reference SW, in-picture prediction on the right LCUs to the dependent tile boundaries doesn’t work when getting neighboring information to the left which is belong to the different tile. The problem is illustrated in the following Figure 5 when getting neighboring information.


[image: image8]
Since the reference results use only one slice which is the same as picture, there will be no difference after fixing the SW. However, if the bug is fixed, the loss of proposed design will be reduced more.
Loss can be reduced further by removing redundant syntax such as tile_boundary_independence_flag and loop_filter_across_tile_flag. In the proposed design, separation of dependent and independent tiles is only needed in encoder side configuration and realized by entropy and non-entropy slices. And since tile boundary is the subset slice boundary, loop_filter_across_tile_flag can replaced by loop_filter_across_slice_flag. As it is stated earlier, location markers for low latency processing can be replaced by slice header. Any boundary checking mechanism is done by checking only slice boundaries.
4 Conclusion

By changing Cabac inheritance to Cabac probabilities reset at the first LCU in each dependent tiles, loss is negligible and cabac probabilities is not needed to be saved.
By enforcing each tile to be terminated by a slice, concept of slice and tile can be cleaned up in relationship. And any boundary related issue is simplified by checking only slice boundary in such cases of availability checking for in-picture prediction and context prediction.
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7 Working draft modification

Proposed working draft text is included below using the following text conventions:

· Removed text from JCTVC-G1103_d6 is shown with strikethrough.
· Newly added text is shown in red.
6.3 Spatial subdivision of pictures, slices and tiles

…
Unlike slices, tiles are always rectangular and always contain an integer number of treeblocks in treeblock raster scan. In general, slices and tiles do not contain the same sequence of treeblocks. A tile may comprise treeblocks contained in more than one slice as shown in Figure 6‑6. Similarly, a slice may comprise treeblocks contained in several tiles.

…
7.3.2.1 Sequence parameter set RBSP syntax

	seq_parameter_set_rbsp( ) {
	Descriptor

	
…
	…

	
loop_filter_across_slice_flag
	u(1)

	
…
	…

	
num_tile_columns_minus1 
	ue(v)

	
num_tile_rows_minus1
	ue(v)

	
if ( num_tile_columns_minus1 != 0  | |  num_tile_rows_minus1 != 0 ) {
	

	

tile_boundary_independence_flag
	u(1)

	

uniform_spacing_flag
	u(1)

	

if ( !uniform_spacing_flag ) {
	

	


for ( i = 0; i < num_tile_columns_minus1; i++ )
	

	



column_width[i]
	ue(v)

	


for ( i = 0; i < num_tile_rows_minus1; i++ )
	

	



row_height[i]
	ue(v)

	

}
	

	
}
	

	
rbsp_trailing_bits( )
	

	}
	


.7.3.2.2 Picture parameter set RBSP syntax

	pic_parameter_set_rbsp( ) {
	Descriptor

	
…
	…

	
tile_info_present_flag
	u(1)

	
if( tile_info_present_flag = = 1 ) {
	

	

num_tile_columns_minus1
	ue(v)

	

num_tile_rows_minus1
	ue(v)

	

if( num_tile_columns_minus1 != 0 | | num_tile_rows_minus1 != 0 ) {
	

	


tile_boundary_independence_flag
	u(1)

	


uniform_spacing_flag
	u(1)

	


if( !uniform_spacing_flag ) {
	

	



for( i = 0; i < num_tile_columns_minus1; i++ )
	

	




column_width[i]
	ue(v)

	



for( i = 0; i < num_tile_rows_minus1; i++ )
	

	




row_height[i]
	ue(v)

	


}
	

	

} 
	

	
}
	

	
rbsp_trailing_bits( )
	

	}
	


7.3.4 Slice data syntax

	slice_data( ) {
	Descriptor

	
CurrTbAddr = LCUAddress
	

	
moreDataFlag = 1
	

	
if( adaptive_loop_filter_flag && alf_cu_control_flag )
	

	

AlfCuFlagIdx = -1
	

	
do {
	

	

XLCU = HorLumaLocation( CurrTbAddr )
	

	

YLCU = VerLumaLocation( CurrTbAddr )
	

	

moreDataFlag = coding_tree( XLCU, YLCU, Log2TbSize, 0 )
	

	

CurrTbAddr = NextTbAddress( CurrTbAddr )
	

	

if( ( CurrTbAddr = = firstTbInTileAddr ) && tile_boundary_independence_flag )
	

	


rbsp_trailingbits()
	

	
} while( moreDataFlag )
	

	}
	


6.4.3 Derivation process for the availability of treeblock addresses
Input to this process is a treeblock address tbAddr.

Output of this process is the availability of the treeblock tbAddr.


NOTE – The meaning of availability is determined when this process is invoked.

The treeblock is marked as available, unless one of the following conditions is true in which case the treeblock shall be marked as not available:

–
tbAddr < 0

–
tbAddr > CurrTbAddr

–
the treeblock with address tbAddr belongs to a different slice than the treeblock with address CurrTbAddr and the entropy_slice_flag of the slice containing the treeblock with address CurrTbAddr is equal to 0.

–
tile_boundary_independence_flag is equal to 1 and the treeblock with address tbAddr is contained in a different tile than the treeblock with address CurrTbAddr.
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Figure � SEQ Figure \* ARABIC �1�. Slice may cross tile boundaries in the current HEVC
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Figure � SEQ Figure \* ARABIC �2�. Slice never cross tile boundaries
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Figure � SEQ Figure \* ARABIC �3�. Relationship between tiles and slices
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Figure � SEQ Figure \* ARABIC �4�. Test configuration in 4 columns' dependent tiles
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Figure � SEQ Figure \* ARABIC �5�. Bug needed to be fixed in the current SW
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