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Abstract
This contribution presents a dimension reduced rangeTabLPS table for the M Coder of HEVC. The table containing the precalculated values for the interval subdivision in the binary arithmetic coding engine is condensed from 64x4 to 16x8 elements. The proposed idea is identical to the rangeTabLPS table which has been tested in CE1 subtest c3. In contrast to CE1 [1] this proposal discusses the performance of the reduced table in combination with the probability estimator of the M Coder.
1 Introduction 
In JCTVC-G1201 subtest c3 counter-based probability estimation has been tested with several rangeTabLPS tables. It is shown that tables with reduced dimension are able to perform equally or slightly better compared to the 64x4 table for the interval subdivision in the binary arithmetic coding engine.
2 Quantization for probability interval subdivision

In the M Coder probabilities[5] are found in the 64x4 table of the rangeTabLPS as pre calculated values of the interval subdivision. They are quantized in a way that probabilities close to equal probability are represented in coarser steps and probabilities close to the minimum LPS probability are represented in a higher accuracy. 
2.1 Exponential quantization for probability interval subdivision

The first configuration of this proposal is based on the representative probabilities of the states as they are defined in [5]. The arithmetic mean of the probabilities of four consecutive states is derived and used to calculate the entries of the new rangeTabLPS. For each of the resulting 16 probabilities the range prior to the interval subdivision is quantized into 8 uniform pieces, resulting in a table with 16x8 elements and therefore half the amount of elements compared to the number of elements of the original design. With this design the row index can be computed by a 2-bit right shift operation of the state of the probability model.
2.2 Uniform quantization for probability interval subdivision

In contrast the probabilities of the second proposed table are uniformly quantized with 
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. Apart from the minimum probability and the increment the design process of the table is identical to [3]. Because the representative probabilities of the states of the M Coder probability models are not uniformly quantized a mapping of each state to the corresponding row of the rangeTabLPS table is needed. This mapping defines a row index for each of the 64 states and is implemented using a lookup table.
Exponential quantization for probability interval subdivision with optimized table elements
This third configuration is based on the one described in section 2.1 but the rangeTabLPS elements are optimized. For each element of the 16x8 table one value is selected which leads to the minimum bit-rate according to the actually occurring range values during the encoding/decoding process.
3 Results

The binaries were compiled on a 64 bit Ubuntu 10.10 Linux using the included make files and gcc 4.4.5. The coding conditions used for the simulations are specified in [2] .The design was implemented in the HM 5.0 software. 

3.1 Hardware

The type of computer that has been used to run the simulations ​all running a 64 bit Ubuntu 10.10 Linux operating system are listed in Table 3‑1. Turbo-Mode and Hyper-Threading are deactivated. 
Table 1
 Computers used to run the simulations.

	Type
	Purpose
	Cores
	CPU
	RAM

	1
	Encoding and Decoding
	2x4
	2 x Intel(R) Xeon(R) CPU X5570
@ 2.93GHz
	32 GB


3.2 Software configuration

3.3 The accompanying patch file is relative to HM-5.0. The three configurations are configured in TypeDef.h as follows:

3.4 Exponential quantization:

#define USE_RTAB16x8              1 ///< 1:activate 16x8 rlps table
#define USE_OPT_RTAB16x8          0 ///< 1: use optimzed 16x8 rlps table
#define RTABDIM16x8_EDPROB        0 ///< 1: use mapping table

3.5 Uniform quantization:

#define USE_RTAB16x8              1 ///< 1:activate 16x8 rlps table
#define USE_OPT_RTAB16x8          0 ///< 1: use optimzed 16x8 rlps table
#define RTABDIM16x8_EDPROB        1 ///< 1: use mapping table

3.6 Exponential Quantization with optimized values:

#define USE_RTAB16x8              0///< 1:activate 16x8 rlps table
#define USE_OPT_RTAB16x8          1 ///< 1: use optimzed 16x8 rlps table
#define RTABDIM16x8_EDPROB        0 ///< 1: use mapping table

3.7 The patch file 'jctvc-h0265_r2.patch' contains only corrected rangeTabLPS elements relative to 'jctvc-h0265_r1.patch' since there was a bug in the computation of rangeTabLPS elements of 'jctvc-h0265_r1.patch'.
3.8 Results of the exponential quantization
Table 2: Results of the configuration with exponential quantization described in section 2.1
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3.9 Results of the uniform quantization

Table 3 Results of the configuration with uniform quantization described in section 2.2
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Class A (8bit) 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Class B 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
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Results of the exponential quantization with optimized table elements
Table 4 Results of the configuration with exponential quantization described in section 2.3
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Class A (8bit) -0.1% -0.1% -0.1% -0.1% -0.1% -0.1%

Class B -0.1% -0.1% -0.1% -0.1% -0.1% -0.1%

Class C -0.1% -0.1% -0.1% -0.1% -0.1% -0.1%
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4 Conclusion

5 For the exponential quantization with optimized table elements, a slight coding gain can be observed while computational complexity is virtually unchanged and the table size of rangeTabLPS is reduced by half (from 256 to 128 bytes).
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