	[image: image1.png]


[image: image2.png]


Joint Collaborative Team on Video Coding (JCT-VC)

of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG11
7th Meeting: Geneva, CH, 21-30 November, 2011
	Document: JCTVC-G882


	Title:
	Cross-verification report for 8-bit precision slope computation on angular prediction array extension (JCTVC-G738)

	Status:
	Input Document to JCT-VC

	Purpose:
	Information

	Author(s) or
Contact(s):
	Hirofumi Aoki
Keiichi Chono

1753, Shimonumabe, Nakahara-Ku
Kawasaki, Kanagawa, 211-8666 JAPAN
	Tel:
Email:
	+81 50 3757 5438
hao@bu.jp.nec.com
chono@ct.jp.nec.com

	Source:
	NEC Corporation


_____________________________
Abstract

This contribution presents a study and cross-verification results of 8-bit precision slope computation on the main array extension process of angular intra prediction, which is proposed in JCTVC-G738. The cross-verification tasks were successfully completed and it was confirmed that the implementation conforms to the description in JCTVC-G738 and results exactly match those presented in JCTVC-G738.
1 Software analysis

Software was provided by Qualcomm and it was successfully compiled by Microsoft Visual C++ 2008. It was confirmed that the software implementation conforms to the description in JCTVC-G738 [1]. The implementation is simple and straightforward, and there have been no problems found in the software.
2 Remarks
In JCTVC-G738, it is proposed to use an 8-bit invAngle table instead of the 12-bit invAngle table specified in the WD4 [2]. If the bit-depth reduction does not decrease the coding gain, simpler one is better. As to computing precision, the proposal does not make a strong impact. With the 12-bit invAngle table, calculation of subsampling positions needs 14 bits at maximum when nS is equal to 32. With the 8-bit invAngle table of the JCTVC-G738 proposal, the maximum bit depth needed for the calculation is 10.
3 Simulation results
Experiments to verify simulation results shown in [1] were conducted under the common test conditions described in JCTVC-F900 [2] with the software provided by the proponent. Our computing platform used for the verification is shown below.

	Computing platform
	Usage

	OS: Windows 7 64-bit Professional

CPU: Xeon X5680 3.46GHz (12 cores)

Memory: 12GiB
	Up to 12 processes for encoding and decoding ran at the same time.


Table 1 shows the summary of results. An attached spreadsheet, JCT-G882.xls, contains the detailed results. It was confirmed that BD-PSNR/Rate values are exactly same as those provided by the proponent. It should be noted that no impact in encoding/decoding time has been observed from these results.
Table 1: Summary results against CE4 anchor.
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.00%
	-0.03%
	0.02%
	0.00%
	0.04%
	0.01%

	Class B
	0.01%
	0.02%
	0.02%
	0.00%
	0.00%
	0.00%

	Class C
	0.00%
	0.00%
	0.00%
	0.00%
	-0.02%
	0.01%

	Class D
	0.00%
	0.00%
	-0.02%
	0.00%
	0.00%
	-0.02%

	Class E
	0.01%
	-0.01%
	0.04%
	0.00%
	0.00%
	0.01%

	Overall
	0.00%
	0.00%
	0.01%
	0.00%
	0.00%
	0.00%

	　
	0.00%
	-0.01%
	0.00%
	0.00%
	0.00%
	0.00%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.00%
	-0.18%
	0.28%
	0.01%
	0.22%
	0.66%

	Class B
	0.00%
	-0.01%
	-0.09%
	0.01%
	-0.04%
	0.11%

	Class C
	0.01%
	-0.12%
	0.05%
	-0.02%
	-0.03%
	0.09%

	Class D
	0.02%
	-0.02%
	0.00%
	-0.02%
	-0.03%
	0.04%

	Class E
	　
	
	　
	　
	
	　

	Overall
	0.01%
	-0.08%
	0.05%
	0.00%
	0.03%
	0.22%

	　
	0.01%
	-0.09%
	0.05%
	0.00%
	0.03%
	0.19%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.03%
	-0.03%
	-0.38%
	0.01%
	-0.03%
	0.04%

	Class C
	0.02%
	0.08%
	-0.09%
	-0.01%
	0.26%
	-0.18%

	Class D
	0.05%
	0.45%
	-0.25%
	-0.02%
	0.27%
	0.05%

	Class E
	0.03%
	0.09%
	0.04%
	-0.11%
	0.12%
	0.30%

	Overall
	0.03%
	0.14%
	-0.20%
	-0.03%
	0.14%
	0.04%

	　
	0.03%
	0.18%
	-0.23%
	-0.03%
	0.14%
	0.05%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	101%

	
	
	
	
	
	
	

	
	Low delay P HE
	Low delay P LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.03%
	-0.10%
	-0.02%
	0.02%
	0.09%
	-0.10%

	Class C
	0.00%
	0.24%
	0.07%
	-0.01%
	0.16%
	-0.02%

	Class D
	0.01%
	-0.16%
	-0.14%
	0.03%
	-0.13%
	-0.16%

	Class E
	-0.02%
	-0.13%
	-0.58%
	0.01%
	-0.51%
	-0.30%

	Overall
	0.01%
	-0.03%
	-0.13%
	0.01%
	-0.06%
	-0.13%

	　
	0.01%
	-0.03%
	-0.14%
	0.01%
	-0.08%
	-0.16%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	100%


4 Conclusions
This contribution has presented a study and cross-verification results of 8-bit precision slope computation on the main array extension process of angular intra prediction, which is proposed in JCTVC-G738. The cross-verification tasks were successfully completed and it was confirmed that the implementation conforms to the description in JCTVC-G738 and results exactly match those presented in JCTVC-G738.
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