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Abstract

This contribution removes two sides checking of unavailable pixels range in reference samples padding in HM4.0 to reduce the complexity. The unavailable pixels range is padded by the nearest available pixel in one fixed direction instead of adapting direction or averaging by the nearest available pixels. It is reported that no BD-rate loss is observed for all configurations (AI, RA, LB in HE, LC) with 1500-byte slice mode setting or/and constrained intra prediction setting.
1 Introduction
In the 5th Geneva meeting, padding of unavailable reference samples is adopted for intra prediction [1]. It is beneficial to use partially available reference samples in intra prediction, which occurs when constrained intra prediction is enabled or when slice coding is used in HM4.0.

In the current HM design, when a part of reference samples needs to be padded, the nearest available two pixels of the part are searched and then the following steps are applied:
If either one end of the part is available, pad the part by the available one.
Else if both ends of the part are available, pad the part by the averaged value of those.
Otherwise, pad the part by the value ( 1 << ( BitDepthY ‑ 1 ) )
But to keep availability checking and positions of two ends of unavailable range requires additional condition checking and additional loop in implementation. In this proposal, this procedure is simplified and the detailed description is as follows in the next section.
2 Description
In this proposal, unavailable reference pixels are padded by one-directional copying. For the above boundary pixels, it is defined to copy from the left to the right; and for the left boundary pixels, it is defined to copy from the top to the bottom for padding.

If the left-top pixel is unavailable, the following two methods were tested;
Method1: pad the left-top by the current HM 4.0 scheme (as described in Introduction section)
Method2: pad the first available pixel close to the left-top

In details of Method2, the left-top is filled as follows if it is not available;

If the nearest above pixel is available, then choose the value to fill the left-top
else if the nearest left pixel is available, then choose the value to fill the left-top
else choose the value ( 1 << ( BitDepthY ‑ 1 ) ) to fill the left-top
For example of Figure 1,



[image: image1]
PLT is filled by PT in Method2 while it is filled by ((PT + PL + 1) >> 1) in Method1.

3 Experimental result

Since there is no difference in the default configuration and the case of partially unavailable pixels in reference samples for intra predictions is occurred if multiple slices coding in a picture or constrained intra prediction is enabled, the following simulations were conducted.

With constrained intra prediction,                 RA-HE, RA-LC, LB-HE, LB-LC
With 1500-byte slices,             AI-HE, AI-LC, RA-HE, RA-LC, LB-HE, LB-LC
With constrained intra prediction and 1500-byte slices, RA-HE, RA-LC, LB-HE, LB-LC
AI tests were conducted only when 1500-byte slices enabled because there is no impact with constrained intra prediction in AI tests.

Table 1, Table 2 and Table 3 show its RD performance and execution time of Method1 respectively with CIP, 1500-byte slices and CIP+1500-byte slices.
	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	-0.1%
	0.0%
	0.0%
	-0.1%

	Class B
	0.0%
	-0.1%
	-0.1%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.1%
	0.1%
	0.0%
	-0.1%
	-0.1%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	-0.1%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	-0.1%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	97%
	97%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.1%
	0.1%
	0.0%
	0.1%
	-0.1%

	Class C
	0.0%
	0.2%
	0.0%
	0.0%
	0.1%
	0.0%

	Class D
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%
	0.0%

	Class E
	0.0%
	0.0%
	0.2%
	0.0%
	-0.1%
	0.1%

	Overall
	0.0%
	0.1%
	0.1%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.1%
	0.1%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	97%
	99%


Table 1. Method 1 with CIP
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	98%
	97%

	Dec Time[%]
	97%
	95%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	96%
	97%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	96%
	96%


Table 2. Method 1 with 1500-bytes slices

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	-0.1%

	Class D
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	99%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	-0.1%
	0.1%
	0.0%
	0.0%
	0.1%

	Class C
	0.0%
	-0.1%
	0.1%
	0.0%
	0.0%
	-0.1%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%
	-0.1%

	Class E
	0.1%
	-0.1%
	0.1%
	0.0%
	0.1%
	0.1%

	Overall
	0.0%
	-0.1%
	0.1%
	0.0%
	0.1%
	0.0%

	　
	0.0%
	-0.1%
	0.0%
	0.0%
	0.1%
	0.0%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	101%


Table 3. Method 1 with CIP + 1500-bytes slices

Table 4, Table 5 and Table 6 show its RD performance and execution time of Method2 respectively with CIP, SliceBytes and CIP+SliceBytes.

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	0.1%

	Class B
	0.0%
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%
	-0.1%

	Class D
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	0.2%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	98%

	Dec Time[%]
	97%
	97%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.2%
	0.3%
	0.0%
	0.0%
	-0.2%

	Class C
	0.0%
	0.1%
	0.0%
	0.0%
	0.2%
	0.0%

	Class D
	0.0%
	-0.1%
	0.1%
	0.0%
	0.0%
	-0.1%

	Class E
	0.0%
	-0.1%
	-0.2%
	0.0%
	0.0%
	0.1%

	Overall
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	97%
	99%


Table 4. Method 2 with CIP

	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	98%
	97%

	Dec Time[%]
	96%
	95%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	-0.1%
	0.0%
	0.1%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%
	0.1%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	96%
	98%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.0%
	-0.2%
	0.0%
	0.0%
	-0.4%

	Class C
	0.0%
	-0.1%
	0.2%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.2%
	-0.3%
	0.0%
	0.1%
	0.0%

	Class E
	0.1%
	0.2%
	0.2%
	-0.1%
	-0.6%
	-0.5%

	Overall
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%
	-0.2%

	　
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%
	-0.2%

	Enc Time[%]
	99%
	98%

	Dec Time[%]
	97%
	96%


Table 5. Method 2 with 1500-bytes slices

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	-0.1%
	0.0%
	0.2%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%

	Class C
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	0.1%

	Class D
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	-0.1%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	99%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	-0.1%
	-0.1%
	0.0%
	0.1%
	-0.1%

	Class C
	0.0%
	0.0%
	0.3%
	0.0%
	-0.1%
	-0.1%

	Class D
	0.0%
	0.0%
	0.4%
	0.0%
	0.1%
	0.0%

	Class E
	0.1%
	0.0%
	0.5%
	0.0%
	0.5%
	0.2%

	Overall
	0.0%
	0.0%
	0.3%
	0.0%
	0.1%
	0.0%

	　
	0.0%
	-0.1%
	0.2%
	0.0%
	0.1%
	-0.1%

	Enc Time[%]
	99%
	100%

	Dec Time[%]
	99%
	102%


Table 6. Method 2 with CIP + 1500-bytes slices

In all the above tests, performance is almost no loss and slightly reduced execution time in average is observed.
4 Conclusion
By only one-directional copying to pad unavailable pixels on the boundaries, performance has no loss and complexity to check bi-directional possibility and average pixels is reduced.

For the left-top pixel, either averaging or taking one value has no loss. Taking one value (Method2) requires the smaller complexity while averaging (Method1) may provide better prediction quality.
5 Supplementary data

In case that the left-top pixel is unavailable, the additional test was conducted as supplementary data. In this test, the adjacent two pixels are used instead of the nearest two pixels in Method2.

In details, the left-top is filled as follows if it is not available;

If the adjacent above pixel is available, then choose the value to fill the left-top
else if the adjacent left pixel is available, then choose the value to fill the left-top
else choose the value ( 1 << ( BitDepthY ‑ 1 ) ) to fill the left-top

The experimental results are also included for this supplementary test and Table 7, Table 8 and Table 9 show its RD performance and execution time of this variant of Method2 respectively with CIP, SliceBytes and CIP+SliceBytes. The experimental result shows 0.1% loss in RA when CIP is enabled.
	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.2%
	0.2%

	Class B
	0.1%
	0.1%
	0.1%
	0.1%
	0.2%
	0.1%

	Class C
	0.1%
	0.3%
	0.1%
	0.2%
	0.1%
	0.3%

	Class D
	0.1%
	0.3%
	0.3%
	0.1%
	0.0%
	0.2%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.1%
	0.2%
	0.1%
	0.1%
	0.1%
	0.2%

	　
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%
	0.2%

	Enc Time[%]
	99%
	98%

	Dec Time[%]
	98%
	97%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.0%
	0.1%
	0.0%
	0.1%
	-0.2%

	Class C
	0.0%
	0.1%
	0.0%
	0.0%
	0.1%
	0.2%

	Class D
	0.0%
	-0.1%
	-0.1%
	0.0%
	0.0%
	-0.1%

	Class E
	0.1%
	-0.2%
	0.1%
	-0.1%
	-0.3%
	-0.1%

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	-0.1%

	　
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	98%
	100%


Table 7. Method 2 variant with CIP
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	98%
	97%

	Dec Time[%]
	98%
	97%


	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	-0.1%
	-0.2%
	0.0%
	0.1%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class C
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%
	-0.1%

	Class D
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	0.1%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	　
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	100%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.0%
	-0.3%
	0.0%
	0.1%
	0.1%

	Class C
	0.0%
	-0.1%
	0.2%
	0.0%
	-0.1%
	0.3%


	Class D
	0.0%
	-0.3%
	-0.5%
	-0.1%
	0.2%
	0.0%

	Class E
	0.0%
	0.1%
	0.1%
	-0.1%
	-0.6%
	0.0%

	Overall
	0.0%
	-0.1%
	-0.2%
	0.0%
	-0.1%
	0.1%

	　
	0.0%
	-0.1%
	-0.1%
	0.0%
	-0.1%
	0.1%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	99%
	100%


Table 8. Method 2 variant with 1500-bytes slices

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.1%
	0.0%
	0.1%
	0.0%
	0.0%

	Class B
	0.0%
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%

	Class C
	0.1%
	0.1%
	0.1%
	0.1%
	0.2%
	0.2%

	Class D
	0.1%
	0.3%
	0.2%
	0.1%
	0.1%
	0.1%

	Class E
	　
	　
	　
	　
	　
	　

	Overall
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%

	　
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%
	0.1%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	99%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	　
	　
	　
	　
	　
	　

	Class B
	0.0%
	0.1%
	0.1%
	0.0%
	0.0%
	-0.1%

	Class C
	0.1%
	0.1%
	0.3%
	0.0%
	0.2%
	-0.2%

	Class D
	0.0%
	-0.1%
	0.1%
	0.1%
	0.2%
	-0.4%

	Class E
	0.1%
	-0.2%
	0.4%
	0.1%
	-0.2%
	-0.1%

	Overall
	0.0%
	0.0%
	0.2%
	0.0%
	0.0%
	-0.2%

	　
	0.0%
	0.0%
	0.2%
	0.0%
	0.1%
	-0.2%

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	101%


Table 9. Method 2 variant with CIP + 1500-bytes slices
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8.3.3.1.1

Reference sample substitution process for intra sample prediction

Inputs to this process are the reference samples p[ x, y ] with x = ‑1, y = ‑1..nS*2‑1 and x = 0..nS*2‑1, y = ‑1 for intra sample prediction.

Outputs of this process are the modified reference samples p[ x, y ] with x = ‑1, y = ‑1..nS*2‑1 and x = 0..nS*2‑1, y = ‑1 for intra sample prediction.

The values of the samples p[ x, y ] with x = ‑1, y = ‑1..nS*2‑1 and x = 0..nS*2‑1, y = ‑1 are modified as follows: 

· If all samples p[ x, y ] with x = ‑1, y = ‑1..nS*2‑1 and x = 0..nS*2‑1, y = ‑1 are marked as “not available for intra prediction,” the value ( 1 << ( BitDepthY ‑ 1 ) ) is substituted for the values of all samples p[ x, y ].
· Otherwise (at least one but not all samples p[ x, y ] are marked as “not available for intra prediction”), the following steps are performed for each sample p[ x0, y0 ] with x0 = ‑1, y0 = ‑1..nS*2‑1 and x0 = 0..nS*2‑1, y0 = ‑1 marked as "not available for intra prediction":

· If p[ -1, -1 ] is marked as “not available for intra prediction”,
· If p[x0, -1] exists such that x0 is the smallest value where x0 = 0..nS*2‑1 and p[x0, -1] is available for intra prediction, the value of p[x0, -1] is substituted for the value of p[ -1, -1 ]
· Else if p[-1, y0] exists such that y0 is the smallest value where y0 = 0..nS*2‑1 and p[-1, y0] is available for intra prediction, the value of p[-1, y0] is substituted for the value of p[ -1, -1 ]
· Otherwise, the value ( 1 << ( BitDepthY ‑ 1 ) ) is substituted for the values of p[ -1, -1 ]
· If p[x0, -1] is marked as “not available for intra prediction” where x0 = 0..nS*2‑1, the value of p[x0-1, -1] is substituted for the value of p[ x0, -1 ]
· If p[-1, y0] is marked as “not available for intra prediction” where y0 = 0..nS*2‑1, the value of p[-1, y0-1] is substituted for the value of p[ -1, y0 ]
· Let the variables q and r be initially set to -1.
· The variable q is modified as follows:
· If x0 is equal to ‑1, a reference sample p[ x, y ] marked as “available for intra prediction” is identified by searching sequentially among p[ x, y ] starting from x = ‑1, y = y0+1 to x = ‑1, y = nS*2‑1. As soon as a sample marked as “available for intra prediction” is found, the search is terminated and the value of p[ x, y ] is assigned to q. [Ed.: (WJ) is there any elegant way rather than searching?]
· Otherwise (x0 is not equal to ‑1), a sample marked as “available for intra prediction” is identified among the samples p[ x, y ] by searching sequentially starting from x = x0‑1, y = -1 to x = ‑1, y = ‑1. When a sample marked as “available for intra prediction” is not found among p[ x, y ] with x = x0‑1..‑1, y = -1, the search is continued among p[ x, y ] sequentially starting from x = ‑1, y = 0 to x = ‑1, y = nS*2‑1. As soon as a sample marked as “available for intra prediction” is found, the search is terminated and the value of p[ x, y ] is assigned to q. [Ed.: (WJ) is there any elegant way rather than searching?]
· The variable r is modified as follows:
· If x0 is equal to ‑1, a sample marked as “available for intra prediction” is identified among the samples p[ x, y ] by searching sequentially starting from x = ‑1, y = y0‑1 to x = ‑1, y = ‑1. When a sample marked as “available for intra prediction” is not found among p[ x, y ] with x = ‑1, y = y0‑1..-1, the search is continued among p[ x, y ] sequentially starting from x = 0, y = ‑1 to x = nS*2‑1, y = ‑1. As soon as a sample marked as “available for intra prediction” is found, the search is terminated and the value of p[ x, y ] is assigned to r. [Ed.: (WJ) is there any elegant way rather than searching?]
· Otherwise (x0 is not equal to ‑1), a sample marked as “available for intra prediction” is identified among the samples p[ x, y ] by searching sequentially starting from x = x0+1, y = -1 to x = nS*2‑1, y = ‑1. As soon as a sample marked as “available for intra prediction” is found, the search is terminated and the value of p[ x, y ] is assigned to r. [Ed.: (WJ) is there any elegant way rather than searching?]
· The value of the sample p[ x0, y0 ] is modified as follows:
· If q is not equal to ‑1 and r is not equal to ‑1, the value ( ( q + r + 1 ) >> 1 ) is substituted for the value of p[ x0, y0 ].
· Otherwise, if q is not equal to ‑1, the value of q is substituted for the value of p[ x0, y0 ].
· Otherwise (q is equal to ‑1 and r is not equal to ‑1), the value of r is substituted for the value of p[ x0, y0 ].
All samples p[ x, y ] with x = ‑1, y = ‑1..nS*2‑1 and x = 0..nS*2‑1, y = ‑1 are marked as “available for intra prediction.”
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Figure � SEQ Figure \* ARABIC �1�. Example of padding by one-directional copying
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