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Abstract

This contribution proposes modification of the cabac_init_idc indicator that is associated with CABAC initialization.  In HEVC, cabac_init_idc is carried over from the H.264/AVC design but not well defined.  Specifically, the indicator appears in the HEVC WD but not in the HM software.  This document proposes to define the meaning of this indicator.  Compared to H.264/AVC, the proposed approach results in fewer tables available for CABAC initialization (reduced from seven to three).  Additionally, the proposed approach allows different slice types to use the same table.  Results show that the method provides improvements in coding efficiency.  It is asserted that the proposal provides clarification to the HEVC design, simplification relative to H.264/AVC and coding efficiency improvement.
1 Introduction
The cabac_init_idc indicator in the HEVC design is inherited from that of H.264/AVC.  In both specifications, cabac_init_idc is an indicator value that is transmitted in the slice header with a value of 0 to 2 inclusive.  cabac_init_idc is only associated with P and B slice types.

In the H.264/AVC specification, cabac_init_idc is used to select between three tables for each of the P and B slices types.  Thus, H.264/AVC defines seven tables for CABAC initialization.  One table is provided for I slice types, three tables for P slice types and three tables for B slice types.  In the HEVC WD, the syntax and semantics of cabac_init_idc are defined to be the same as in H.264/AVC; however, there is no defined decoder behavior.  In the HM, cabac_init_idc is not implemented.
In our studies, we have not found evidence that multiple tables for P and B slice types (as provide in H.264/AVC) provides significant coding efficiency gains.  However, we have found that using the existing table for P slice types for some B slices does provide some coding benefit.  This coding benefit appears to be largely associated with the use of forward predicted B slices, which may not have been closely studied in the original H.264/AVC design. 

2 Proposed Change
In this contribution we propose the following changes and/or clarifications to CABAC context initialization:
1. Maintain the number of tables for CABAC initialization to three, as compared to the seven anticipated with the WD semantics.  This is consistent with the HM software

2. Define cabac_init_idc to be a one-bit flag to allow for P slice types to be initialized with either the “P slice type” table or “B slice type” table.  Similarly, to allow for B slice types to be initialized with either the “P slice type” table or “B slice type” table.  (Optionally, rename the syntax element to cabac_init_flag.)
3. Signal the presence of cabac_init_idc in the SPS

4. Define the P slice table to be the default table for forward predicted B slices.

3 Results

A primary benefit of the proposed method is simplification and clarification of the cabac_init_idc indicator, including reducing the number of tables stored at the decoder relative to the H.264/AVC design.  However, in addition to this primary benefit, we also observe coding efficiency improvements relative to the HM.  These improvement appear at lower rates or smaller slice sizes, where the entropy coder initialization is most critical.  
To study these scenarios, we studied the performance of the approach in HM 4.0 tiles development source (revision 1418). All sequences were coded using the independent tiles (experiment 2) configuration described in JCTVC-E408 with high efficiency settings. Full results are available in the attached XLS sheets. The rate-distortion summary is as follows:
3.1 Without Class F sequences

	
	Low delay B HE

	
	Y
	U
	V

	Class A
	 
	 
	 

	Class B
	-0.3%
	-0.6%
	-0.9%

	Class C
	-0.2%
	-0.4%
	-0.8%

	Class D
	-0.2%
	-1.2%
	-0.7%

	Class E
	-0.5%
	-1.6%
	-0.5%

	Overall
	-0.3%
	-0.9%
	-0.8%

	 
	-0.3%
	-0.9%
	-0.6%

	Enc Time[%]
	102%

	Dec Time[%]
	101%


3.2 With Class F Sequences

	
	Low delay B HE

	
	Y
	U
	V

	Class A
	 
	 
	 

	Class B
	-0.3%
	-0.6%
	-0.9%

	Class C
	-0.2%
	-0.4%
	-0.8%

	Class D
	-0.2%
	-1.2%
	-0.7%

	Class E
	-0.5%
	-1.6%
	-0.5%

	Class F
	-0.4%
	-0.7%
	-0.5%

	Overall
	-0.3%
	-0.8%
	-0.7%

	 
	-0.3%
	-0.8%
	-0.6%

	Enc Time[%]
	101%

	Dec Time[%]
	100%


It is observed that the average BD bitrate [3] changes (without class F) are: 
LB_HE Y:-0.3% U:-0.9% V:-0.8%.

As can be seen from the results, the proposed method provides coding efficiency improvement without additional initialization tables.  This improvement is most evident on the lowest resolution sequences (Class E), where we observe an improvement of -0.5% (on average) for low delay B conditions.  The method requires negligible complexity increase, since a decoder already initializes the CABAC engine dependent on slice type.
4 Conclusion

We propose simplification of the CABAC initialization process and cabac_init_idc flag.  The number of anticipated CABAC initialization tables is reduced from seven to three, and cabac_init_idc is defined as a binary flag that allows selection of either the “P” or “B” table for all inter-predicted slices.  Moreover, we propose to have the default table for a forward predicted B slice be the P slice table, as we observe that the majority of slices with these characteristics are more efficiently coded with the P slice table.  
We propose adoption of the method into the HM.  Syntax, semantics and draft text are provided below.
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7 Syntax

7.1.1.1 Picture parameter set RBSP syntax

	pic_parameter_set_rbsp( ) {
	Descriptor

	
pic_parameter_set_id
	ue(v)

	
seq_parameter_set_id
	ue(v)

	
entropy_coding_mode_flag
	u(1)

	
if( entropy_coding_mode_flag )
	

	

cabac_init_idc_enabled_flag
	u(1)

	
num_temporal_layer_switching_point_flags
	ue(v)

	
for( i = 0; i < num_temporal_layer_switching_point_flags; i++ )
	

	

temporal_layer_switching_point_flag[ i ]
	u(1)

	
num_ref_idx_l0_default_active_minus1
	ue(v)

	
num_ref_idx_l1_default_active_minus1
	ue(v)

	
pic_init_qp_minus26  /* relative to 26 */
	se(v)

	
constrained_intra_pred_flag
	u(1)

	
slice_granularity
	u(2)

	
shared_pps_info_enabled_flag
	u(1)

	
if( shared_pps_info_enabled_flag )
	

	

if( adaptive_loop_filter_enabled_flag )
	

	


alf_param( )
	

	
if( cu_qp_delta_enabled_flag )
	

	

max_cu_qp_delta_depth
	u(4)

	
rbsp_trailing_bits( )
	

	}
	


7.1.2 Slice header syntax

	slice_header( ) {
	Descriptor

	
lightweight_slice_flag
	u(1)

	
if( !lightweight_slice_flag ) {
	

	

slice_type
	ue(v)

	

pic_parameter_set_id
	ue(v)

	

frame_num
	u(v)

	

if( IdrPicFlag )
	

	


idr_pic_id
	ue(v)

	

if( pic_order_cnt_type  = =  0 )
	

	


pic_order_cnt_lsb /* 
	u(v)

	

if( slice_type  = =  P  | |  slice_type  = =  B ) {
	

	


num_ref_idx_active_override_flag
	u(1)

	


if( num_ref_idx_active_override_flag ) {
	

	



num_ref_idx_l0_active_minus1
	ue(v)

	



if( slice_type  = =  B )
	

	




num_ref_idx_l1_active_minus1
	ue(v)

	


}
	

	

}
	

	

ref_pic_list_modification( )
	

	

ref_pic_list_combination( )
	

	

if( nal_ref_idc != 0 )
	

	


dec_ref_pic_marking( )
	

	
}
	

	
if( cabac_init_idc_enabled_flag  &&  slice_type  !=  I)
	

	

cabac_init_idc
	u(1)

	
first_slice_in_pic_flag
	u(1)

	
if( first_slice_in_pic_flag == 0 )
	

	

slice_address
	u(v)

	
if( !lightweight_slice_flag ) {
	

	

slice_qp_delta
	se(v)

	

if( sample_adaptive_offset_enabled_flag )
	

	


sao_param()
	

	

if( deblocking_filter_control_present_flag ) {
	

	


disable_deblocking_filter_idc
	

	


if( disable_deblocking_filter_idc  !=  1 ) {
	

	



slice_alpha_c0_offset_div2
	

	



slice_beta_offset_div2
	

	


}
	

	

}
	

	

if( slice_type = = B )
	

	


collocated_from_l0_flag
	u(1)

	

if( adaptive_loop_filter_enabled_flag ) {
	

	


if( !shared_pps_info_enabled_flag )
	

	



alf_param( )
	

	


alf_cu_control_param( )
	

	

}
	

	
}
	

	}
	


8 Semantics

cabac_init_idc_enabled_flag equal to 0 specifies that cabac_init_idc is not present in the slice header.  When cabac_init_idc_enabled_flag is not present, it shall be inferred to be 0.   

cabac_init_idc specifies the method for determining the initialisation table used in the initialisation process for context variables. When cabac_init_idc is not present, it shall be inferred to be 0.
9 Text
In Table 9‑20, the ctxIdxTable and the ctxIdx for which initialisation is needed for each of the slice types are listed. The referenced context index tables ctxIdxTable include the values of m and n needed for the initialisation.
The variable InitializationType in Table 9-20 is derived as follows.
· If the reference picture list RefPicList1 has more than one entry, RefPicList0[0] is equal to RefPicList1[1], RefPicList0[1] is equal to RefPicList1[0], the remainder of RefPicList1 is identical to the remainder of reference picture list RefPicList0, and slice_type equal to 1, InitializationType is equal to 0.  

· Otherwise, InitializatonType = slice_type
· If cabac_init_idc equal to 1 and slice_type not equal to 0,  

InitializationType = 1-InitializationType
Table 9‑20 – Association of ctxIdx and syntax elements for each slice type in the initialisation process

	
	Syntax element
	ctxIdxTable
	Initialization Type

	
	
	
	2
	0
	1

	slice_header()
	alf_cu_flag
	Table 9‑21
	0
	1
	2

	coding_tree()
	split_coding_unit_flag
	Table 9‑22
	0..2
	3..5
	6..8

	coding_unit()
	skip_flag
	Table 9‑23
	
	0..2
	3..5

	
	cu_qp_delta
	Table 9‑24
	0..3
	4..7
	8..11

	
	pred_type
	Table 9‑25
	0
	1..4
	5..9

	prediction_unit()
	prev_intra_luma_pred_flag
	Table 9‑26
	0
	1
	2

	
	rem_intra_luma_pred_mode
	Table 9‑27
	0
	1
	2

	
	intra_chroma_pred_mode
	Table 9‑28
	0..1
	2..3
	4..5

	
	merge_flag
	Table 9‑29
	
	0
	1

	
	merge_idx
	Table 9‑30
	
	0..3
	4..7

	
	inter_pred_flag
	Table 9‑31
	
	
	0..3

	
	ref_idx_lc, ref_idx_l0, ref_idx_l1
	Table 9‑32
	
	0..2
	3..5

	
	abs_mvd_greater0_flag
	Table 9‑33
	
	0
	1

	
	abs_mvd_greater1_flag 
	Table 9‑33
	
	2
	3

	
	mvp_idx_lc, mvp_idx_l0, mvp_idx_l1
	Table 9‑34
	
	0..1
	2..3

	transform_tree()
	no_residual_data_flag
	Table 9‑35
	
	0
	1

	
	split_transform_flag
	Table 9‑36
	0..3
	4..7
	8..11

	
	cbf_luma
	Table 9‑37
	0..1
	2..3
	4..5

	
	cbf_cb
	Table 9‑38
	0..3
	4..7
	8..11

	
	cbf_cr
	Table 9‑39
	0..3
	4..7
	8..11

	residual_coding()
	last_significant_coeff_x, last_significant_coeff_y
	Table 9‑40
	0..30
	31..61
	62..92

	
	significant_coeff_flag
	
	Table 9‑41
	Table 9‑42
	Table 9‑43

	
	coeff_abs_level_greater1_flag
	Table 9‑44
	0..79
	80..159
	160..239

	
	coeff_abs_level_greater2_flag
	Table 9‑45
	0..79
	80..159
	160..239


NOTE 2 – ctxIdxTable equal to 0 and ctxIdx equal to 0 are associated with the end_of_slice_flag. The decoding process specified in subclause 9.3.3.2.4 applies to ctxIdxTable equal to 0 and ctxIdx equal to 0. This decoding process, however, may also be implemented by using the decoding process specified in subclause 9.3.3.2.1. In this case, the initial values associated with ctxIdxTable equal to 0 and ctxIdx equal to 0 are specified to be pStateIdx = 63 and valMPS = 0, where pStateIdx = 63 represents a non‑adapting probability state.

Page: 1
Date Saved: 2011-11-11

