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Abstract

This document provides comparisons between different core transform proposals. In particular, 8-bit transform matrices supporting partial factorization are compared with 14-bit transform matrices supporting both partial and full factorization. It is shown that two important properties of the real-valued DCT; symmetric "odd-half" matrices and a low number of unique matrix coefficients are only shared by the 8-bit matrices. The contribution identifies input documents to the 7th JCTVC meeting where it is shown that each of these properties can reduce the hardware area costs by 40% - 45% and 25% respectively. Finally, the two matrices are compared to two properties relevant to software implementations; complexity of partial transforms and accumulator bit depths. 
1 Introduction

Two of the proposals for core transform design in HEVC can be expressed as a matrix multiplication for all transform sizes. In [1] 8-bit transform matrices supporting matrix multiplication and partial factorization (partial butterfly) are proposed. This proposal is identical to what is currently used in HM4.0. In [2] 14-bit transform matrices supporting matrix multiplication, partial factorization and full factorization are proposed. 
For generic NxN transform matrices, a brute force 2D matrix multiplication requires 2N3 multiplications/ additions. While partial factorization exploits the same symmetry properties as the DCT to reduce the number of arithmetic operations, full factorization exploits additional trigonometric relations to reduce the number of arithmetic operations further, The aim of this contribution is to compare partial factorization using 8-bit transform coefficients (PF8) and full factorization using 14-bit coefficients. The 8x8 matrices for PF8 and FF14 are shown in Figure 1 and Figure 1b respectively.
Figure 1a. PF8 8x8 matrix
{ 64, 64, 64, 64, 64, 64, 64, 64}

{ 89, 75, 50, 18,-18,-50,-75,-89}

{ 83, 36,-36,-83,-83,-36, 36, 83}

{ 75,-18,-89,-50, 50, 89, 18,-75}

{ 64,-64,-64, 64, 64,-64,-64, 64}

{ 50,-89, 18, 75,-75,-18, 89,-50}

{ 36,-83, 83,-36,-36, 83,-83, 36}
{ 18,-50, 75,-89, 89,-75, 50,-18}

Figure 1b. FF14 8x8 matrix
{ 4096, 4096, 4096, 4096, 4096, 4096, 4096, 4096,}

{ 5696, 4800, 3264, 1088,-1088,-3264,-4800,-5696,}

{ 5312, 2304,-2304,-5312,-5312,-2304, 2304, 5312,}

{ 4770,-1080,-5670,-3240, 3240, 5670, 1080,-4770,}

{ 4096,-4096,-4096, 4096, 4096,-4096,-4096, 4096,}

{ 3240,-5670, 1080, 4770,-4770,-1080, 5670,-3240,}

{ 2304,-5312, 5312,-2304,-2304, 5312,-5312, 2304,}
{ 1088,-3264, 4800,-5696, 5696,-4800, 3264,-1088,}
2 Comparisons
2.1 Fundamental properties

Table 1 summarizes the two proposals with respect to some fundamental properties that are believed to be well recognized.
 Table 1 Fundamental properties
	Property
	JCTVC-G495 (PF8)
	JCTVC-G737(FF14)

	Matrix multiplication
	Yes
	Yes

	Partial factorization
	Yes
	Yes

	Full factorization
	No
	Yes

	Matrix coefficients
	8 bits
	14 bits

	Bit depths of intermediate buffers
	16
	16

	Dequantization matrix size
	6 bytes
	6  bytes

	Embedded structure
	Yes
	Yes


Table 2 summarizes the number of arithmetic operations (add, mult, shift) for these methods. Typically, for software implementations, multipliers are either 16 bit or 32 bit and with 16-bit multipliers being most efficient in terms of CPU cycles. Thus, the table distinguishes between 16-bit and 32-bit multipliers where that information is available. For FF14, the exact distribution of 16-bit and 32-bit multipliers is not available, but we believe it is a well recognized fact that since combination of 16-bit input signals before multiplication happens to a large extent, a significant portion of the multipliers in a software implementation of FF14 are 32-bit.

Table 2 Arithmetic operations
	
	PF8
	FF14

	Transform size
	Mult16
	Mult32
	MultTot
	Add
	Mult16
	Mult32
	MultTot
	Add

	4x4
	48
	0
	48
	64
	NA
	NA
	NA
	NA

	8x8
	352
	0
	352
	448
	NA
	NA
	176
	464

	16x16
	2752
	0
	2752
	3200
	NA
	NA
	992
	2593

	32x32
	21888
	0
	21888
	23808
	NA
	NA
	5568
	5568


2.2 Properties that are relevant for hardware implementations
This subsection compares PF8 and FF14 with respect to two properties that are fundamental to the DCT and can be utilized in hardware design,
Symmetric "Odd-half" matrices

"Odd-half" matrices of size N/2xN/2 are extracted from full NxN matrices by considering only the first half of each odd (anti-symmetric) basis vector. One property of the DCT is that the "odd-half" submatrix is symmetric around the main diagonal. The 8x8 DCT matrix and the corresponding 4x4 "odd half" matrix are shown in Figure 2a and Figure 2b respectively.

Figure 2a. 8x8 DCT matrix (4x4 "odd-half" submatrix in red)
0.354  0.354  0.354  0.354  0.354  0.354  0.354  0.354
0.490  0.416  0.278  0.098 -0.098 -0.278 -0.416 -0.490
0.462  0.191 -0.191 -0.462 -0.462 -0.191  0.191  0.462
0.416 -0.098 -0.490 -0.278  0.278  0.490  0.098 -0.416
0.354 -0.354 -0.354  0.354  0.354 -0.354 -0.354  0.354
0.278 -0.490  0.098  0.416 -0.416 -0.098  0.490 -0.278
0.191 -0.462  0.462 -0.191 -0.191  0.462 -0.462  0.191
0.098 -0.278  0.416 -0.490  0.490 -0.416  0.278 -0.098
Figure 2b. Symmetric "odd half" 4x4 DCT sub-matrix

0.490  0.416  0.278  0.098 
0.416 -0.098 -0.490 -0.278  
0.278 -0.490  0.098  0.416 
0.098 -0.278  0.416 -0.490  
The 4x4 "odd-half" matrices extracted from the full 8x8 matrices for PF8 and FF14 are shown in Figure 3a and Figure 3b respectively. As can be seen from the figures, only the PF8 has a symmetric "odd-half" matrix. The same is true for other transform sizes as well. This property is useful in joint optimization of forward and inverse transforms in hardware. In [3], it is shown that joint optimization of the 32x32 forward and inverse transforms can reduce the total hardware area by 40% -  45%. 
Figure 3a "odd half" from 8x8 PF8 matrix

{ 89, 75, 50, 18}

{ 75,-18,-89,-50}

{ 50,-89, 18, 75}

{ 18,-50, 75,-89}

Figure 3b "odd-half" from 8x8 FF14 matrix

{ 5696, 4800, 3264, 1088

{ 4770,-1080,-5670,-3240

 { 3240,-5670, 1080, 4770}

{ 1088,-3264, 4800,-5696
Number of unique matrix coefficients

Another useful property of an DCT is the number of unique coefficient in the DCT matrix. For an NxN DCT matrix, the number of unique matrix coefficients (excluding the sign), is equal to N-1. Also the unique coefficients of smaller DCT matrices are a subset of the unique coefficients in larger DCT matrices. The 7 unique numbers of the 8x8 DCT matrix are highlighted in red in Figure 4.
Figure 4 Unique numbers of the 8x8 DCT matrix
0.354  0.354  0.354  0.354  0.354  0.354  0.354  0.354
0.490  0.416  0.278  0.098 -0.098 -0.278 -0.416 -0.490
0.462  0.191 -0.191 -0.462 -0.462 -0.191  0.191  0.462
0.416 -0.098 -0.490 -0.278  0.278  0.490  0.098 -0.416
0.354 -0.354 -0.354  0.354  0.354 -0.354 -0.354  0.354
0.278 -0.490  0.098  0.416 -0.416 -0.098  0.490 -0.278
0.191 -0.462  0.462 -0.191 -0.191  0.462 -0.462  0.191
0.098 -0.278  0.416 -0.490  0.490 -0.416  0.278 -0.098
When designing integer-approximations to the DCT (such as PF8 and FF14) the number of unique coefficients might be different from that of a DCT matrix.
In Table 3, the number of unique coefficients in the transform matrices of PF8 and FF14 are shown. In case of PB8, the number of unique coefficients is the same as for DCT except for the 32x32 matrix, where the number of unique coefficients has "accidentally" decreased from 31 to 29. The unique numbers of the PB8 32x32 transform are highlighted in Appendix A. For FF14, the number of unique coefficients is significantly larger than that of a DCT matrix.

A small number of unique numbers is also beneficial in hardware implementations to reduce the number of multipliers. In [4], it is shown that the small number of unique coefficients in the PB8 matrices can be exploited to reduce the hardware area by 25% when designing an embedded system of HM4.0 inverse transforms.
Table 3 Number of unique coefficients
	N
	PB8
	FF14

	4
	3
	3

	8
	7
	11

	16
	15
	43

	32
	29
	171


2.2 Properties that relevant for software implementations
Partial transforms
Table 4 addresses the complexity of partial inverse transforms where only the KxK low frequency coefficients of the input to a 2D NxN inverse transform are non-zero. As can be seen from the table, there is a cross-over point where the PF8 implementation has less multiplications than FF14. It is also important to remember that the multiplications of FF14 are more expensive than those of PF8 requiring 32-bit multipliers in general. In [5] it is shown that exploiting partial transform sizes can significantly reduce the average number of cycles used for the PF8 inverse transforms in a software implementation.
Table 4 Arithmetic operations for partial inverse transforms of various sizes

	
	
	PF8
	FF14

	NxN
	KxK
	Mult
	Mult

	8x8
	8x8
	352
	176

	8x8
	4x4
	132
	108

	16x16
	16x16
	2752
	992

	16x16
	8x8
	1032
	672

	16x16
	4x4
	420
	440

	32x32
	32x32
	21888
	5568

	32x32
	16x16
	8208
	3792

	32x32
	8x8
	3400
	2440

	32x32
	4x4
	1476
	1656


In Table 6, the accumulator bit depths at the end of each transform stage, but before right shift are shown. These bit depth assumes worst case dynamic range of all input samples to the forward and inverse 2D transforms respectively:

Forward:
(2B-1), where B is the bit depth of the input signal.
Inverse:

(215-1)
For software implementations, accumulator bit widths exceeding 32 bit (FF14, N=32) might be a problem on some platforms. 


Table 6 Accumulator bit width for N-pt transforms
	
	PB8
	FF14

	N
	FW1
	FW2
	IT1
	IT2
	FW1
	FW2
	IT1
	IT2

	4
	17
	24
	24
	24
	23
	30
	30
	30

	8
	18
	25
	25
	25
	24
	31
	31
	31

	16
	19
	26
	26
	26
	25
	32
	32
	32

	32
	20
	27
	27
	27
	26
	33
	33
	33


3 Conclusion

The 8-bit partial factorization structure and the 14-bit full factorization structure have been compared with respect to the following properties that are shown to be relevant for hardware and software implementations.
· Symmetric "odd-half" matrices
· Number of unique coefficients

· Arithmetic operations for partial transforms

· Accumulator bit widths
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Appendix A

Below, the unique numbers of the PF8 32x32 transform are highlighted.

Green:

Unique numbers of even basis vectors - shared with smaller transform sizes.

Yellow:

Unique numbers of the odd basis vectors.

Red:

Coefficients that would be unique numbers of a floating point DCT, but not in the 


particular integer approximations used for PF8. 

{64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64 64}

{90 90 88 85 82 78 73 67 61 54 46 38 31 22 13  4 -4-13-22-31-38-46-54-61-67-73-78-82-85-88-90-90}

{90 87 80 70 57 43 25  9 -9-25-43-57-70-80-87-90-90-87-80-70-57-43-25 -9  9 25 43 57 70 80 87 90}

{90 82 67 46 22 -4-31-54-73-85-90-88-78-61-38-13 13 38 61 78 88 90 85 73 54 31  4-22-46-67-82-90}

{89 75 50 18-18-50-75-89-89-75-50-18 18 50 75 89 89 75 50 18-18-50-75-89-89-75-50-18 18 50 75 89}

{88 67 31-13-54-82-90-78-46 -4 38 73 90 85 61 22-22-61-85-90-73-38  4 46 78 90 82 54 13-31-67-88}

{87 57  9-43-80-90-70-25 25 70 90 80 43 -9-57-87-87-57 -9 43 80 90 70 25-25-70-90-80-43  9 57 87}

{85 46-13-67-90-73-22 38 82 88 54 -4-61-90-78-31 31 78 90 61  4-54-88-82-38 22 73 90 67 13-46-85}

{83 36-36-83-83-36 36 83 83 36-36-83-83-36 36 83 83 36-36-83-83-36 36 83 83 36-36-83-83-36 36 83}

{82 22-54-90-61 13 78 85 31-46-90-67  4 73 88 38-38-88-73 -4 67 90 46-31-85-78-13 61 90 54-22-82}

{80  9-70-87-25 57 90 43-43-90-57 25 87 70 -9-80-80 -9 70 87 25-57-90-43 43 90 57-25-87-70  9 80}

{78 -4-82-73 13 85 67-22-88-61 31 90 54-38-90-46 46 90 38-54-90-31 61 88 22-67-85-13 73 82  4-78}

{75-18-89-50 50 89 18-75-75 18 89 50-50-89-18 75 75-18-89-50 50 89 18-75-75 18 89 50-50-89-18 75}

{73-31-90-22 78 67-38-90-13 82 61-46-88 -4 85 54-54-85  4 88 46-61-82 13 90 38-67-78 22 90 31-73}

{70-43-87  9 90 25-80-57 57 80-25-90 -9 87 43-70-70 43 87 -9-90-25 80 57-57-80 25 90  9-87-43 70}

{67-54-78 38 85-22-90  4 90 13-88-31 82 46-73-61 61 73-46-82 31 88-13-90 -4 90 22-85-38 78 54-67}

{64-64-64 64 64-64-64 64 64-64-64 64 64-64-64 64 64-64-64 64 64-64-64 64 64-64-64 64 64-64-64 64}

{61-73-46 82 31-88-13 90 -4-90 22 85-38-78 54 67-67-54 78 38-85-22 90  4-90 13 88-31-82 46 73-61}

{57-80-25 90 -9-87 43 70-70-43 87  9-90 25 80-57-57 80 25-90  9 87-43-70 70 43-87 -9 90-25-80 57}

{54-85 -4 88-46-61 82 13-90 38 67-78-22 90-31-73 73 31-90 22 78-67-38 90-13-82 61 46-88  4 85-54}

{50-89 18 75-75-18 89-50-50 89-18-75 75 18-89 50 50-89 18 75-75-18 89-50-50 89-18-75 75 18-89 50}

{46-90 38 54-90 31 61-88 22 67-85 13 73-82  4 78-78 -4 82-73-13 85-67-22 88-61-31 90-54-38 90-46}

{43-90 57 25-87 70  9-80 80 -9-70 87-25-57 90-43-43 90-57-25 87-70 -9 80-80  9 70-87 25 57-90 43}

{38-88 73 -4-67 90-46-31 85-78 13 61-90 54 22-82 82-22-54 90-61-13 78-85 31 46-90 67  4-73 88-38}

{36-83 83-36-36 83-83 36 36-83 83-36-36 83-83 36 36-83 83-36-36 83-83 36 36-83 83-36-36 83-83 36}

{31-78 90-61  4 54-88 82-38-22 73-90 67-13-46 85-85 46 13-67 90-73 22 38-82 88-54 -4 61-90 78-31}

{25-70 90-80 43  9-57 87-87 57 -9-43 80-90 70-25-25 70-90 80-43 -9 57-87 87-57  9 43-80 90-70 25}

{22-61 85-90 73-38 -4 46-78 90-82 54-13-31 67-88 88-67 31 13-54 82-90 78-46  4 38-73 90-85 61-22}

{18-50 75-89 89-75 50-18-18 50-75 89-89 75-50 18 18-50 75-89 89-75 50-18-18 50-75 89-89 75-50 18}

{13-38 61-78 88-90 85-73 54-31  4 22-46 67-82 90-90 82-67 46-22 -4 31-54 73-85 90-88 78-61 38-13}
{ 9-25 43-57 70-80 87-90 90-87 80-70 57-43 25 -9 -9 25-43 57-70 80-87 90-90 87-80 70-57 43-25  9}
{ 4-13 22-31 38-46 54-61 67-73 78-82 85-88 90-90 90-90 88-85 82-78 73-67 61-54 46-38 31-22 13 -4}
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