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Abstract

This contribution proposes a linear model based chroma intra prediction coding that does not require access to LCU boundary reference pixels for the LCU boundary chroma prediction coding. The simulation results report that the proposed method results in coding gain loss of 4.7% and 2.2% in BDBR for chroma U and V, respectively, in Intra only of LC configuration. Although the direct chroma prediction from luma provides much improved prediction accuracy, it turns out that the bit amounts required to transmit the prediction model parameters are still too much burden in RDO sense.
1 Introduction
In HM 4.0, the LM mode in chroma intra prediction coding utilizes the neighboring boundary reference luma and chroma pixels to find the linear relation between the luma and chroma signals. By doing so, the prediction of the current chroma block to be encoded can be calculated without the necessity of transmitting or storing the model parameters. This inevitably requires the access to the reconstructed neighboring block pixels for acquiring the reference pixels. However, when the left or above boundary of the current chroma block to be encoded is its LCU boundary, its neighboring reference pixels must be fetched from the other LCU, which may require the access to an external memory where the reconstructed pixels of other LCU are stored. This may cause the complexity of hardware implementation.
This contribution proposes to use direct prediction of chroma block pixels from their corresponding reconstructed luma block pixels when the left or above boundary of the current chroma block to be encoded is its LCU boundary. For these chroma blocks, the parameter values of the linear prediction model are transmitted. This does not require the access to a memory where the reconstructed pixels of other LCU are stored.
2 Algorithm Description
2.1 Current algorithm (HM4.0)
In HM4.0, LM mode for the chroma prediction coding performs chroma prediction by using (1), (2) and (3) as shown in Figure 1. That is, the linear relation between the neighboring luma block pixels (red boxes) and the neighboring luma block pixels (red boxes) is applied for the chroma prediction in Chroma block using the reconstructed luma pixels in the Luma block.
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Figure 1 Chroma prediction in LM mode
2.2 Proposed algorithm

As shown in Figure 2, for the chroma blocks (CU1, CU2, CU3, CU5, CU6 CU8, CU9, CU 12) whose left or above boundaries are the LCU boundary, the chroma prediction is performed with their corresponding reconstructed luma blocks. 
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Figure 2 An illustration of chroma blocks in an LCU
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Figure 2 Direct chroma prediction for LCU boundary chroma blocks
In order to avoid the excessive amounts of model parameters for transmission, small chroma blocks reuse the model parameters inherited from larger chroma blocks. 
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2.3 Implementation

2.3.1 Software

This proposed technique is implemented into HM4.0 software.
3 Experiments
3.1 Experimental environment

The experimental environment used is presented in Table 1.
Table 1 Experimental environment
	CPU
	dual-socket quad-core Intel Xeon 2.5 GHz

	Memory
	32 GB RAM

	OS
	Open Linux

	Compiler
	g++ 4.1.2.

	Executable
	x64


3.2 Simulation results

This method is implemented in HM4.0. Table 2 shows the simulation results for the proposed method in all intra with LC. The BD-rate of Y, U and V component is 0.9%, 4.7% and 2.2% respectively. 
	Table 2 Experimental environment
　
	All Intra HE
	All Intra LC

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	
	
	
	1.5
	7.3
	1.7

	Class B
	
	
	
	0.9
	5.1
	2.6

	Class C
	
	
	
	0.9
	3.5
	2.6

	Class D
	
	
	
	0.5
	1.8
	0.9

	Class E
	
	
	
	0.4
	6.0
	3.6

	All
	
	
	
	0.9
	4.7
	2.2

	Enc Time[%]
	
	100%

	Dec Time[%]
	
	101%


4 Conclusions
This contribution proposes a linear model based chroma intra prediction coding that does not require access to LCU boundary reference pixels for the LCU boundary chroma prediction coding. This method removes the complexity for access to reference pixels over LCU boundary for the LM mode in chroma intra prediction. The performance decreases by 0.9%, 4.7% and 2.2% for Y component, U and V component for intra only.
5 Patent rights declaration(s)
KAIST and KBS may have current or pending patent rights relating to the technology described in this contribution and, conditioned on reciprocity, is prepared to grant licenses under reasonable and non-discriminatory terms as necessary for implementation of the resulting ITU-T Recommendation | ISO/IEC International Standard (per box 2 of the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form).
� EMBED Equation.3  ���
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