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Abstract

This contribution presents the results of compression comparison tests between the current state of the HEVC draft standard and the AVC High Profile as an anchor reference. The conditions used for the comparison tests were reportedly designed to reflect relevant application scenarios and to enable a fair comparison to the maximum extent feasible, i.e. using comparable quantization settings, reference frame buffering, etc. The testing was indicated to be generally configured in favour of using a relatively strong AVC anchor reference. Several of the encoder optimizations currently found in the HEVC software were tested and reportedly shown to be helpful to improve the AVC anchor performance. When compared to the improved anchor encoder configurations, the HEVC WD 4 design reportedly provides a bit rate savings for equal PSNR of about 39% for random access applications, 44% for low-delay use, and 25% for all-intra use.
1 Improved AVC Anchor

There are some general issues for all configurations of the JM 18.0 software for AVC. One issue is the use of weighted prediction. Currently, the JM supports weighted prediction while the HM-4.0 does not – although it is planned to support it in the near future. We tested the improvement provided by weighted prediction for the selected set of test sequences, which do not include sequences with fading in or fading out. Weighted prediction had no significant impact (about 1% average benefit for LD cases and negligible impact for RA cases) on the compression performance for the JM in this video test set, but it increased the encoding time significantly. Moreover, the weighted prediction feature is planned for inclusion in HEVC in the future, and the influence of that feature in the HEVC context should be at least roughly comparable to that in the AVC context. For fair comparison and minimization of encoding complexity, we did not enable the weighted prediction feature when generating our JM anchor. Another issue is the bit depth. Currently the HM high efficiency configuration uses 10-bit precision for the decoding process, while the JM CfP anchors (and essentially all consumer-relevant products for AVC) use 8-bit encoding, as 10-bit encoding is outside the capabilities of the AVC High Profile (which is the highest capability profile that is widely implemented). Considering that nearly all AVC encoding and decoding in current and planned products uses 8-bit encoding, we focus primarily on 8-bit JM encoding as the relevant anchor for comparisons. Additionally, we provide an analysis of the effect of 10-bit versus 8-bit encoding for both the JM and HM contexts. 
Other than the bit-depth issue, the modifications of the JM configurations and software used in this study only consider modifications to the encoder that will produce bitstreams that are fully decodable by a standard AVC High Profile decoder (except perhaps for neglecting some bit rate and buffer capacity constraints that may apply to the “level” appropriate to the application scenario). For the all-intra use case, nothing special needs to be configured differently, as all frames are coded as IDR frames in this usage. Specific aspects of the RA and LD cases are discussed below.

1.1 Random access case
There are several relevant differences between the JM CfP anchor configurations and the current reference HM settings [4], although both have used hierarchical B coding structures with a group of pictures (GOP) pattern size equal to 8 as shown in Fig. 1.
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Fig. 1 Hierarchical GOP Coding Structure
a) Referencing Structure. For the JM as configured for the CfP, it encoded each picture as early as possible within the nested temporal hierarchy; whereas the HM encodes pictures in a level-first priority order. For example, there are eight pictures in one GOP, 
[image: image2.wmf]1

+

n

f

 to 
[image: image3.wmf]8

+

n

f

. The JM CfP anchor encoded them in the order of 
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, while the HM encodes them in the order of 
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. The difference is for 
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. In the HM, 
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as a reference frame, but the CfP anchor encoding cannot (see the dotted-line in Fig. 1). The CfP anchor would use 
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 as a reference instead of 
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. The impact of the difference on JM is actually less about 0.0% overall; however we chose to use the same HM-style buffering structure for both the JM and HM to remove this difference in configuration – leaning somewhat toward using a stronger anchor, although potentially violating the “level” constraints of AVC buffering capacity. It should also be noticed that the JM and HM handle the last incomplete GOP (e.g. when GOP size is 8, but only 7 frames remain in the video) in different ways. This kind of difference is not handled in our test, but this should not have any measureable impact on the results.
The HM buffers more reference frames than the CfP anchor did. For the CfP, the anchor also used somewhat less multi-picture referencing. For the HM common configuration, when encoding 
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 are necessary to all be buffered, and 
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 together with some other frames will be used as the reference frames for 
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. So the reference frame buffer size needs to be set to at least 6 to support the HM prediction structure. But the HM decoder actually buffers more than 6 reference frames. If we buffer 6 reference frames for JM, additional MMCO memory management commands should properly be sent to guarantee that 
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 remains in the buffer when encoding and decoding 
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. To simplify this aspect, we set the number of reference frames to 8 to avoid penalizing the JM with any overhead for sending such commands, as the HM does not currently send them (although the overhead should be negligible).
b)  Frames at temporal level 0. In Fig. 1, 
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 are frames at temporal level 0. For those frames, the HM encodes them as B frames with two identical lists with 4 active reference frames in each list, while the CfP anchor encoded them as P frames. For those frames, encoding them as B frames may be helpful to improve the coding efficiency and is tested in the next section. Furthermore, for the HM, the two reference picture lists are identical, but for the JM when encoding them as B frames, the default order of the first two frames in list 1 will be switched as specified in 8.2.4.2.3 in the AVC standard. It is also interesting to know whether it is helpful to use reference picture list modification to keep those two lists identical in the JM context. So in the next section we compare the performance of 1) keep the first two frames in list 1 switched as in the CfP; 2) using reference picture list modification to make list 1 and list 0 identical.
1.2 Low delay case
The situation for the low-delay case is much simpler than in the random access case. Compared with the CfP anchor, only the following items needed to be changed or tested.
a) QP settings. Both the CfP anchor and the HM conditions use a hierarchy of QP settings, which is helpful to improve the overall performance. But the settings used for the CfP are not as good as those currently used for the HM. We therefore used the newer settings in our test, i.e. three levels of QP hierarchy for the temporally-predicted frames: using QP for 
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b) Reference frame selection. The JM CfP anchor always used the four temporally nearest frames as references for inter-picture prediction. But, as proposed in [3], HM 4.0 uses the one temporally-nearest frame and three other frames of relatively high encoding quality due to the QP selection (such as 
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). This helps to improve the performance – about 3% in bit rate savings was obtained this way.
c) P or B frames. In the JM CfP anchor, an IPPP coding structure was used, while the HM uses a forward-predictive IBBB coding structure. Similar to the b) item of the random access case, we tested both the IPPP case and IBBB case for the JM anchor. For IBBB case, we also tested the cases of whether list 1 and list 0 are identical or not.
2 Experimental Results
The experiment can be divided into three steps. The first step is to try to improve the JM anchor with different settings mentioned in the previous section and the second step is to compare the JM results with the HM results. The third step evaluates the impact of the key issue of the bit depth used for the encoding. The performance is compared using the current BD-Rate measurement techniques to compare bit rates for equal PSNR [4]. The PSNR for the three 4:2:0 colour components is summarized as a single value by the following equation (as suggested in [2] and perhaps previously).
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2.1 Improved JM Anchor
For the AI case, we only have one candidate JM anchor set, and that should be the best result.
For the random access case, to select the best JM result, we consider a simple setting as JM anchor as the basis, i.e. using P frames at temporal level 0. There are two set of tests, one is using B frames at temporal level 0 with default list ordering, and the other is using B frames with two identical lists at temporal level 0.
Table 1    BD-Rate of JM Random Acces Cases

	
	B at T0
	B at T0, l1=l0

	Class A
	−1.2%
	−1.5%

	Class B
	−1.5%
	−1.9%

	Class C
	−0.2%
	−0.4%

	Class D
	+0.3%
	+0.0%

	Average
	−0.7%
	−1.0%


From Table 1, it is clear that using B frames with two identical lists for the frames at temporal level 0 is helpful to improve the JM anchor results.
Table 2    BD-Rate of JM Low Delay Cases
	
	P,1+3
	B,1+3
	B,1+3 l1=l0

	Class B
	−2.0%
	−1.6%
	−1.2%

	Class C
	−3.4%
	−4.4%
	−4.8%

	Class D
	−3.3%
	−4.3%
	−3.8%

	Class E
	−1.2%
	+3.8%
	+3.3%

	Average
	−2.5%
	−2.0%
	−1.9%


For the low delay case, we also use the simplest case as the starting basis, i.e. low delay with P frames and 4+0 (4 nearest frames and 0 high quality frames as reference frames) setting. There are then three sets of tests, one is low delay with P frames and a 1+3 reference frame setting, the second is B frames and a 1+3 reference frame setting, and the third is B frames with two identical reference frame lists and a 1+3 reference frame setting.
From Table 2, the average result using P frames and a 1+3 reference frame setting is best. But for the results within a particular class or for individual sequences, the situation becomes much more complex. The main reason for the loss when using B frames is caused by Class E. The loss is actually caused by the low bit rate point. For the random access cases, B works better than P because Class E is not tested for random access. One possible reason for the loss in the B frame case may be the overhead. For the single direction prediction, we do not distinguish between list 0 prediction and list 1 prediction for HEVC, but for the JM, we must. And the HM uses a form of skipping known as merge skipping in the B case, which may be more efficient when list 1 and list 0 are identical. Furthermore, from the beginning of HEVC, we used an IBBB coding structure for low delay case, so that coding structure has been well-tested and optimized (e.g., with the interpolation filter design) after some meeting cycles. But JM does not benefit from this development history. Thus, considering the average result, for the JM low delay anchor we used P frames with a 1+3 reference frame setting.
We compared our results with the JM anchor results provided in [1]. As shown in Table 3, our JM anchor is substantially stronger than theirs. The sequences of Nebuta and SteamLocomotive are excluded in this experiment, as they are not provided in [1]. The all-intra results are similar but not identical, as the version of JM used in [1] was also older.
Table 3    BD-Rate of Different JM Results
	
	Random Access
	Low Delay
	All Intra

	Class A
	−5%
	
	0%

	Class B
	−7%
	−4%
	0%

	Class C
	−9%
	−7%
	0%

	Class D
	−10%
	−8%
	0%

	Class E
	
	−8%
	0%

	Average
	−8%
	−7%
	0%


The performance improvement is primarily caused by the changes of the prediction structure and QP settings.
2.2 Comparison Between JM and HM results

Based on the above anchor optimization efforts, we used the JM 18.0 results mentioned above as the AVC anchor, and compared them with HM 4.0 default test configurations for HEVC to compute bit rate effects for equal PSNRavg. The results are shown in Table 4.
Table 4    BD-Rate of JM and HM
	
	Random Access
	Low Delay
	All Intra

	Class A
	−43%
	
	−29%

	Class B
	−44%
	−48%
	−26%

	Class C
	−34%
	−41%
	−23%

	Class D
	−32%
	−38%
	−18%

	Class E
	
	−51%
	−29%

	Average
	−39%
	−44%
	−25%


2.3 Results with Different Bit Depths

We also tested the performance with different bit depths. For the JM, the anchor is the results used in Table 4, and for the HM, the anchor is high efficiency encoding but with 8-bit depth. The test is 10-bit depth per sample, for JM we should use High 10 Profile; and for HM, these are the default HM anchor conditions. The detailed results are shown in Tables 5 and 6.
Table 5    JM 8-bit VS. 10-bit
	
	Random Access
	Low Delay
	All Intra

	Class A
	−4%
	
	−4%

	Class B
	−6%
	−7%
	−3%

	Class C
	−3%
	−3%
	−2%

	Class D
	−3%
	−3%
	−1%

	Class E
	
	−10%
	−3%

	Average
	−4%
	−5%
	−2%


Table 6    HM 8-bit VS. 10-bit
	
	Random Access
	Low Delay
	All Intra

	Class A
	−6%
	
	−3%

	Class B
	−4%
	−4%
	−2%

	Class C
	−2%
	−2%
	−1%

	Class D
	−1%
	−2%
	−1%

	Class E
	
	−8%
	−3%

	Average
	−3%
	−4%
	−2%


It can be seen that when changing the bit depth from 8 bits to 10 bits, the gain for the HM is a little smaller than that of JM. The reason for this is likely to be that some aspects of the HEVC design for 8-bit decoding include improvements of rounding precision for intermediate processing steps.

3 References

[1] JCTVC-D181, “Report on the evaluation of HM versus JM,” Daegu, KR, Jan. 2011.
[2] JCTVC-D500, “Meeting report of the fourth meeting of the Joint Collaborative Team on Video Coding (JCT-VC), Daegu, KR, 20–28 January 2011,” Daegu, KR, Jan. 2011.
[3] JCTVC-F701, “Encoding optimization to improve coding efficiency for low delay cases,” Torino, IT, July 2011.
[4] JCTVC-F900, “Common test conditions and software reference configurations,” Torino, IT, July 2011.

Page: 1
Date Saved: 2011-11-17

_1381922346.unknown

_1381922354.unknown

_1381922362.unknown

_1381922366.unknown

_1381922368.unknown

_1381922370.unknown

_1381922372.unknown

_1381922373.unknown

_1381922371.unknown

_1381922369.unknown

_1381922367.unknown

_1381922364.unknown

_1381922365.unknown

_1381922363.unknown

_1381922358.unknown

_1381922360.unknown

_1381922361.unknown

_1381922359.unknown

_1381922356.unknown

_1381922357.unknown

_1381922355.unknown

_1381922350.unknown

_1381922352.unknown

_1381922353.unknown

_1381922351.unknown

_1381922348.unknown

_1381922349.unknown

_1381922347.unknown

_1381922338.unknown

_1381922342.unknown

_1381922344.unknown

_1381922345.unknown

_1381922343.unknown

_1381922340.unknown

_1381922341.unknown

_1381922339.unknown

_1381922334.unknown

_1381922336.unknown

_1381922337.unknown

_1381922335.unknown

_1381922332.unknown

_1381922333.unknown

_1381922331.vsd

