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Abstract
The classification of ALF is modified to make the process more hardware friendly. More specifically, with the proposed modification, the classification of the 4x4 block and filtering operations of the first pixel can be done at the same time. The classification only uses the top left 3x3 subblock which is also used for filtering of the first pixel. 
Classification
HM4.0 recognizes up to 16 classes for a 4x4 luminance block in order to apply the correct loop filter. The classification [1] is based on both direction and Laplacian activity measure. As shown in Fig. 1, the activity measure is computed for 4 different pixel locations within a 4x4 block. The computed values are then averaged to find the class to which a 4x4 block belong to. 
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Figure. 1 Simplification of feature computation for block-based filter adaptation
This document proposes a change in the way this block-based classification is derived. In the proposed method, different pixels are used to compute the second order derivatives and therefore the direction/activity. Similar to HM4, 4 horizontal and 4 vertical second order derivatives are calculated and then averaged. Figure 2 shows the pixels which are used to compute either the vertical or the horizontal derivatives. Red dotted arrows show the pixels whose values are considered for the derivation of the block classification. As it can be seen these pixels are also used for the filtering of the first pixel of the block. Once the block classification is computed it is used for the rest of the pixels within the block, thus, no additional computation is needed (similar to HM4.0). 
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Figure 2. Pixels to be used for ALF classification. Only horizontal (vertical) derivatives are computed for red (blue) pixels. Both derivatives are computed for black pixels.

1  Results
Using the HM4.0 software and under common condition,  the following results have been obtained for the proposed method.

Table 1. Common conditions results.

	
	All Intra HE
	Random Access HE

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.1%
	0.0%
	0.0%
	0.1%
	-0.1%
	0.0%

	Class B
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	Class C
	0.1%
	-0.1%
	-0.1%
	0.1%
	0.0%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	Class E
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.1%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	0
	0.1%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	Enc Time[%]
	99.7%
	100.1%

	Dec Time[%]
	98.0%
	98.4%

	
	Low delay B HE
	Low delay P HE

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.1%
	-0.1%
	0.0%
	0.1%
	0.0%
	0.1%

	Class C
	0.1%
	0.0%
	-0.1%
	0.2%
	0.2%
	0.2%

	Class D
	0.0%
	0.4%
	0.3%
	0.1%
	-0.1%
	0.0%

	Class E
	0.0%
	0.2%
	0.5%
	0.1%
	0.0%
	-0.6%

	Overall
	0.1%
	0.1%
	0.1%
	0.1%
	0.0%
	0.0%

	0
	0.1%
	0.1%
	0.1%
	0.1%
	0.0%
	-0.1%

	Enc Time[%]
	100.2%
	100.2%

	Dec Time[%]
	99.5%
	99.3%


Table 2. BA only results (anchor and test software both use BA only classification).

	
	All Intra HE
	Random Access HE

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.1%
	0.0%
	0.0%
	0.1%
	0.0%
	0.2%

	Class B
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	Class C
	0.1%
	0.0%
	0.0%
	0.1%
	-0.1%
	0.0%

	Class D
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class E
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Overall
	0.1%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	0
	0.1%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%

	Enc Time[%]
	99.7%
	100.2%

	Dec Time[%]
	96.4%
	99.3%

	
	Low delay B HE
	Low delay P HE

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Class B
	0.1%
	0.1%
	0.1%
	0.1%
	0.0%
	0.1%

	Class C
	0.1%
	-0.1%
	-0.1%
	0.2%
	0.2%
	0.2%

	Class D
	0.0%
	-0.2%
	0.2%
	0.1%
	-0.1%
	0.0%

	Class E
	0.1%
	0.0%
	0.2%
	0.1%
	0.0%
	-0.6%

	Overall
	0.1%
	0.0%
	0.1%
	0.1%
	0.0%
	0.0%

	0
	0.1%
	-0.1%
	0.0%
	0.1%
	0.0%
	-0.1%

	Enc Time[%]
	100.2%
	100.2%

	Dec Time[%]
	98.6%
	99.3%


2 Conclusion

In this document a simple modification of ALF classification is proposed. This modification allows the classification and filtering operations to be performed sequentially for the first pixel of the block, while the rest of the pixels only need filtering and use the same classification. 
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4 Appendix
4.1 Semantic: Derivation process for filter index array for Luma samples
Inputs of this process are:

–
a luma location ( xC, yC ) specifying the top-left luma sample of the current coding unit relative to the top left luma sample of the current picture,

–
a variable log2CUSize specifying the size of the current coding unit.
Output of this process is the two-dimensional filter index array of (nS)x(nS), fIdx.

A variable nS is set equal to ( 1 << log2CUSize ).

The boundary padding process specified in subclause 8.6.3.1 is invoked with the luma location ( xC, yC ), the size of coding unit log2CUSize and the chroma component index cIdx set equal to 0, and the output is assigned to the luma sample array s’’. [Ed. (WJ): s’’ is now a picture-size array, but actually CU size + appropriate margin is enough]

The filter index array fIdx is specified in the follows:

· When alf_region_adaptation_flag is equal to 1, the following ordered steps apply.

1. The variables xIdx and yIdx are derived as


regionTab[16] = { 0, 1, 4, 5, 15, 2, 3, 6, 14, 11, 10, 7, 13, 12, 9, 8 }
(8‑474)

offset = 1 << (Log2MaxCUSize – 1) 

(8‑474)

xInterval = ( ( ( PicWidthInSamplesL + offset ) >> Log2MaxCUSize ) + 1 ) >> 2
(8‑474)

yInterval = ( ( ( PicHeightInSamplesL + offset ) >> Log2MaxCUSize ) + 1 ) >> 2
(8‑474)

xIdx = Min( 3, Floor( ( xC + x ) / ( xInterval << Log2MaxCUSize ) ) )
(8‑474)

yIdx = Min( 3, Floor( ( yC + y ) / ( yInterval << Log2MaxCUSize ) ) )
(8‑474)

2. The filter index fIdx[ x, y ] with x, y = 0..(nS)-1 is derived as


fIdx[ x ][ y ] = regionTab[ ( yIdx << 2 ) + xIdx ]

(8‑474)

· Otherwise (alf_region_flag is equal to 0), the following ordered steps apply.

1. The variables varTempH[ x ][ y ], varTempV[ x ][ y ] and varTemp1[ x ][ y ] with x, y = 0, 2, 4,...(nS) is derived as


varTempH[ x ][ y ] = | ( s’’[ xC+x, yC+y ] << 1 ) – s’’[ xC+x-1, yC+y ] – s’’[ xC+x+1, yC+y ] |
(8‑474)

varTempV[ x ][ y ] = | ( s’’[ xC+x, yC+y ] << 1 ) – s’’[ xC+x, yC+y-1 ] – s’’[ xC+x, yC+y+1 ] |
(8‑474)

2. The variables varTempH1[ x, y ], varTempV1[ x, y ], and varTemp3[ x, y ] with x, y = 0..( (nS) – 1 )>>2 are derived as


varTempH1[ x ][ y ] = (i(j varTempH[ (x << 2 ) + i ][ (y << 2) + j ], 
[image: image3.wmf](,){(0,0),(0,1),(1,1),(2,1)}
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                                                                                                        (8‑474)

varTempV1[ x ][ y ] = (i(j varTempV[ (x << 2 ) + i ][ (y << 2) + j ], 
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                                                                                                        (8‑474)

varTemp3[ x ][ y ] = ( varTempH1[ x ][ y ] + varTempV1[ x ][ y ] ) >> 2                                         (8‑474)
3. The variable direction is derived as

· If varTempV1[ x >> 2 ][ y >> 2 ] is greater than varTempH1[ x >> 2 ][ y >> 2 ] << 1,



direction = 1

· Otherwise, if varTempH1[ x >> 2 ][ y >> 2 ] is greater than varTempV1[ x >> 2 ][ y >> 2 ] << 1,



direction = 2

· Otherwise,



direction = 0

4. The variable avgvar is derived as


varTab[16] = { 0, 1, 2, 2, 2, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4 }
(8‑475)

avgVar = Clip3( 0, 15, (varTemp3[ x >> 2 ][ y >> 2 ] * 1024 ) >> (3 + BitDepthY) )
(8‑475)

5. The filter index fIdx[ x, y ] with x, y = 0..(nS)-1 is derived as


fIdx[ x ][ y ] = Clip3( 0, 4, varTab[avgVar] ) + 5 * direction
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