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Abstract

This document presents the analyses of signaling and potential decoding rules for motion compensated prediction (MCP) if resolution adaption (RA) is integrated into the current HEVC design. The designs in the existing H.263 and MPEG-4 Part 2 standards, especially with two modes involving resolution changes, i.e., reduced resolution update (RRU) and dynamic resolution conversion (DRC), are studied as the references for identifying the areas where the standard texts and the coding algorithms will require specific changes to enable the resolution adaption as a video coding feature. Therefore, firstly, some key check items on MCP are listed, and the changes in the syntax and coding rules brought by RRU and DRC to H.263 and MPEG-4 Part 2 are analyzed, respectively. Then some heuristic principles are described based on the common features distilled from the designs of RRU and DRC in order to achieve compact HEVC syntax design for RA. Finally, following these principles, all the key issues regarding MCP with RA integration into HEVC are elaborated with some recommendations. 
1 Introduction

At the 6th JCT-VC meeting, resolution adaption (RA) [1] was proposed to change the resolution of frames within a sequence without causing an IDR picture or new SPS to be sent, and an AHG (AHG 18) was established to evaluate its performance and to investigate its implications with the current HEVC design. 
In this document, we focus on the impacts brought by RA on the motion compensated prediction (MCP) of HEVC to meet some of the issues regarding the forth mandate of AHG 18 stated as “Consider the implications in terms of signaling, HRD, DPB management, and random access”. The necessary check items on implementing RA on HEVC are listed in the table below. 

Table 1.  The MCP issues regarding encoder and decoder with RA. 
	Items
	Encoder
	Decoder

	Unit Definition
	How to determine the size of maximum block sizes and allowed quad-tree depth for CU and TU? 
	How to determine the minimum block size, the corresponding block size difference from the largest block, and the allowed quad-tree depth for CU and TU? 

	Interger-pel MCP
	How to perform integer-pel precision ME to get prediction and MV? 
	How to detect the MV precision and interpret MV when RA is used? 

	Fractional-pel MCP
	How to perform fractional-pel precision ME to get prediction and MV? 
	How to detect the MV precision and interpret MV (including clipping while scaling happens)? How to perform interpolation? 

	MV Prediction
	MV predictive coding, especially how to get MVP when the MVs from the spatial neighboring blocks are derived referencing a picture of different resolution from that of the current block? 
	How to derive MVP (including clipping while scaling happens), and how to interpret MVD? 

	Skip & Merge
	How to perform the HEVC style motion skip modes, i.e. Merge-Skip, AMVP-Skip and Merge? 
	How to derive the motion information and prediction for the modes of Merge-Skip, AMVP-Skip and Merge? 


In the previous existing standards, resolution conversions have been involved in some coding modes, i.e. reduced resolution update (RRU) mode in H.263 (Annex Q) [2] and dynamic resolution conversion (DRC) in MPEG-4 Part 2 [3]. Therefore, it is reasonable to consider RRU and DRC as the references and also as the starting point of the investigation on the impacts of RA to the current MCP design in HEVC, including syntax, operations, and rules. 
The remainder of this document is organized as follows: Firstly, the listed MCP related issues of RRU and DRC are briefly reviewed in section 2 and 3, respectively. Based on the extracted information, some heuristic principles for RA design are presented in section 4. In section 5, following these principles, the impacts of RA on every key respects of MCP are elaborated with some suggestions for integrating RA into HEVC. Finally, section 6 concludes the main points for implementing RA on HEVC MCP in a summary table. 
2 RRU Implementations on H.263 MCP

When RRU mode is used, a picture is tiled by 32x32 blocks instead of the normal 16x16 MBs of H.263. MV data also refer to prediction blocks of the twice normal height and width, i.e. 32x32 and 16x16 instead of 16x16 and 8x8, respectively. The transform block is kept as 8x8, but should be interpreted as containing a reduced resolution version of a 16x16 block. To produce a final 16x16 block, the residual is decoded first at a reduced 8x8 resolution and then up-sampled to the full resolution. The 16x16 residual block is added to a 16x16 motion compensated image to create a reconstructed 16x16 block. The decoding process is shown in the diagram below, where the specially designed operations for RRU are highlighted in yellow. 
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Figure 1. Block diagram of block decoding in RRU mode

(Quoted from Figure Q.1/H.263)
In short, from the perspective of encoder, the ME is performed in the original resolution, and the residuals are down-sampled, transformed, quantized and then entropy coded. Therefore, the impacts of RRU on inter prediction issues, corresponding to Table 1 (The MCP issues regarding encoder and decoder with RA), can be summarized and listed in the table below. 

Table 2.  The inter prediction issues regarding RRU. 
	Items
	H.263
	RRU over H.263

	Unit Definition
	MB: 16x16
Prediction blocks: 16x16, 8x8 (Annex F)
Transform block: 8x8
	MB: 32x32
Prediction blocks: 32x32, 16x16
Transform block: 8x8

	ME
	Search range restrictions: [-16, 15.5]
When Annex D enabled: [-31.5, 31.5]
	Search range restrictions: [-31.5, 30.5]
When Annex D enabled: [-63.5, 62.5]

	Interpolation
	1/2-pel: bilinear interpolation
	1/2-pel: bilinear interpolation

	Residual Sampling Filters
	No filters. 
	Residual up-sampling filters (1:2). 

	MV
	1. Range restrictions: 
Actual MV restrictions: [-16, 15.5]
When Annex D enabled: [-31.5, 31.5]
2. Decoding: 
MV = MVD + MVP, where MVP is derived using median prediction. 
	1. Range restrictions:
Actual MV restrictions: [-31.5, 30.5]
When Annex D enabled: [-63.5, 62.5]
2. Decoding
· MVP is derived as the median value of the decoded MVs of the spatial neighboring blocks. 
· MVP down-scaling: If MVP does not equal to 0, Pseudo-MVP = sign(MVP) * (|MVP| + 0.5) / 2; otherwise, pseudo-MVP = 0. 
· Pseudo-MV = MVD + pseudo-MVP, where pseudo-MV is restricted in the same ranges as those of H.263. 
· MV up-scaling: If pseudo-MV does not equal to 0, MV = sign(pseudo-MV) * (2.0 * |pseudo-MV| - 0.5); otherwise, MV = 0. 
Therefore, both MV scaling and MVP scaling are used. 

	Reference frames
	Reference frames should contain integer number of 16x16 blocks, which is achieved by using picture padding at the right and bottom boundaries if necessary. 
	Decoded pictures are tiled by integer number of 32x32 blocks. Then the decoded pictures are cropped at the right and bottom boundaries, so that the width and height of the cropped pictures are of the smallest values larger than or equal to the original size of the picture and divided exactly by 16. 

	Skip & Merge
	Skip: MV = (0, 0), reference: previously coded picture. 
No Merge mode. 
	Skip: MV = (0, 0), reference: previously coded picture. 
No Merge mode. 


As observed above, when integrating RRU into H.263, only one mode flag is needed, and all the other parameters can all be coded using the already existing corresponding syntax elements but with different semantics. 

· To achieve this, RRU MB is extended from 16x16 to 32x32, and the prediction blocks are also enlarged from 16x16 and 8x8 to 32x32 and 16x16, respectively. Then the down-sampled residual blocks are of the same size as those in H.263, which can be transformed and coded using 8x8 DCT and VLC tables. 

· To reuse the H.263 MV signaling and entropy coding approaches, the encoder down-samples both the MV and MVP, so that the MVD falls in the same range as that in normal H.263, and the RRU MVD can be directly entropy coded using the VLC tables for normal MVD. 

· In additional, reference frames are also cropped to cope with the reference buffer size in normal H.263. 

3 DRC Implementations on MPEG-4 Part 2 MCP
The MCP process of DRC is very similar to that of RRU in H.263. The decoding diagram is shown below with the specially designed operations for DRC highlighted in yellow. And the impacts of DRC on inter prediction issues, corresponding to Table 1 (The MCP issues regarding encoder and decoder with RA), are presented in the table below. 
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Figure 2. Video Decoding Process of DRC

(Quoted from Figure 7-2/MPEG-4 Part 2)
Table 3. The inter prediction issues regarding RRU.
	Items
	MPEG-4 Part 2
	DRC over MPEG-4 Part 2

	Unit Definition
	· MB: 16x16
· Prediction blocks: 16x16, 8x8
· Transform block: 8x8
	· MB: 32x32
· Prediction blocks: 32x32, 16x16
· Transform block: 8x8

	ME
	The restriction ranges for MV are specified in Table 7-5 in MPEG-4 Part 2 document. 

	Interpolation
	· 1/2-pel: bilinear interpolation
· 1/4-pel: 8-tap FIR filter for 1/2-pel interpolation; bilinear interpolation for 1/4-pel.  

	Residual Sampling Filters
	No filters. 
	Residual up-sampling filters (1:2). 

	MV
	1. Range restrictions: 
Specified in Table 7-5 in MPEG-4 Part 2 document. 
2. Decoding: 
MV = MVD + MVP, where MVP is derived using median prediction. 
	1. Range restrictions: 
Specified in Table 7-5 in MPEG-4 Part 2 document. 
2. Decoding: 
· Pseudo-MV = MVD + MVP, where MVP is derived as the median of the pseudo-MVs of the spatial neighboring blocks. 
· MV up-scaling: If pseudo-MV does not equal to 0, MV = sign(pseudo-MV) * (2.0 * |pseudo-MV| - 0.5); otherwise, MV = 0. 
Therefore, only MV scaling is used. However, extra buffer is required to keep pseudo-MVs of spatial neighboring blocks. 

	Reference frames
	The padding process specified in section 7.6.1 in MPEG-4 Part 2 document is applied to the reference VOP. (affecting the co-located condition)

	 Skip & Merge
	Skip: MV = (0, 0), reference: previously coded picture. 
No Merge mode. 
	Skip: MV = (0, 0), reference: previously coded picture. 
No Merge mode.


Similarly to RRU in H.263, DRC in MPEG-4 Part 2 also introduces only several control flags in the normal syntax structure by specifying a series of operation rules on block sizes and MVs, which greatly simplifies the syntax changes. 
4 Heuristic Principles for Implementing RA on HEVC MCP

Distilling from RRU and DRC, the following common features are observed as: 

· Few newly added syntax elements: only mode enable and/or ON/OFF control flags

· Using the existing corresponding syntax elements but with different semantics when RRU or DRC is ON. 

In one sentence, it can be summarized as “dedicated rules, simple operations and additional flags only”. 

Based on the analyses above, some heuristic principles for RA over HEVC are suggested as follows: 

· Add control flags and assistant elements as few as possible to the current HEVC syntax structure, and aim at concise syntax, operations and rules. 
· Utilize the already defined and realized algorithms and control flows in HEVC as many as possible to carry out RA implementations, which enables high-efficiency software and hardware design. 
· Enable RA to reference and utilize normal HEVC parameters to achieve high efficiency, and vice versa, on the premise of the above two principles. 
5 Analyses on key issues of RA on HEVC MCP

Generally speaking, the picture size changes can be: horizontally only, vertically only, horizontally and vertically; the changes can be by a factor of 2, by a generic factor (not 2), or different factors for each dimension (vertical, horizontal), etc. Moreover, in the real applications, even a factor of 2 changes may not be naturally used, such as HD and SD are not following such a factor precisely: 720x576, 1920x1080, etc. However, a factor of 2 is a logic way to design RA based on the current HEVC, and the following analyses are mainly on the applications using this factor. Two scenarios of resolution changes by a factor of 2 are illustrated in the figure below, which are marked as “High-to-Low” case and “Low-to-High” case, respectively. 
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(A)  High-to-Low                             (B)  Low-to-High
Figure 3.  Illustrations on Resolution Changes

5.1 Unit Definition

In HEVC, the maximum and minimum block sizes for CU and TU are coded in SPS by signaling firstly the minimum block sizes and then the corresponding depth difference from the maximum block size. Initially, the block size settings and some related specifying parameters (e.g. max_transform_hierarchy_depth_inter, max_transform_hierarchy_depth_intra, etc) are applied to the blocks in original resolution pictures. When RA is implemented, the above mentioned parameters shall be locally overridden by a set of inferred values conforming to the restrictions by Profile/Level. 

Since the hierarchical level provides much more flexibility in configuring the block units in HEVC than those in H.263 and MPEG-4 Part 2, when resolution changes, the block sizes are not always necessary to be forced to a doubled or halved value, so that the existing syntax and bitstream structure can be directly employed to convey the coded data. However, on the other hand, such a flexible block scheme also makes things more complicated in designing the inferring approaches, because there are many choices for the combination of the minimum block and the maximum splitting depth, which is the major difference from the previous standards. 
For both the “High-to-Low” and “Low-to-High” cases, the direct rule is to just apply the initial block settings to the low resolution pictures. Moreover, the original setting values can be taken into determining the inferred block sizes. For example, when the resolution is changed from 2Wx2H to WxH, a method may halve both originally signaled maximum and minimum block sizes for low resolution pictures within some necessary restrictions, e.g. CU shall not be smaller than 8x8 and there shall be at least 2 hierarchical levels for CU. However, the block sizes setting will impact on the bitstream, e.g. 2 CU splitting flags need to be coded if saying 16x16 CU is used and LCU is 64x64, while 1 CU splitting flags is required if LCU is set to 32x32 after resolution changes. Therefore, the inferring method should be carefully considered, especially for the cases that the width and height conversions are not of a factor of 2. 

The impacts of RA on unit definition can be summarized as: 
· For unit definition, it is necessary to consider how to infer the unit sizes and splitting depth according to the settings in SPS for the original resolution. 

5.2 MCP and MV Interpretation
As analyzed in the previous sections, when using RRU or DRC, by changing the block sizes, the normal MV interpretation and interpolation filters can be employed without any changes. And the only additional process is to down-sample the original residual blocks at the encoding pass and to up-sample the decoded residual blocks at the decoding pass, where the up-sampling filters shall be normatively specified. But for HEVC, both down-sampling and up-sampling filters of RA applied to pictures rather than blocks are normative parts of the standard. 

When implementing RA, the MV interpretation and MCP are different from normal only at the resolution change points. Two cases of “High-to-Low” and “Low-to-High” are analyzed below, respectively, where the resolution conversion factor is 2. 

“High-to-Low” Case: 

In this case, for the current coding picture of low resolution (e.g. WxH), its reference picture is of the same resolution as that of its 1/2-pel interpolated picture (i.e. 2Wx2H). Hereby, the pixels of the even valued both vertical and horizontal indices in the 2Wx2H pictures can be viewed as integer-pel predictions. If the above mentioned pixels are (hypothetically) sampled to form a WxH reference picture, the integer-pel MV can be applied without any change, as illustrated in Figure 4. Alternatively, since both up-sampling and down-sampling filters are specified for RA, the above mentioned (hypothetical) WxH reference picture can be generated by using more sophisticated down-sampling filters than direct sampling filter. 
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Figure 4.  Integer-Pel ME in “High-to-Low” Case
For 1/2-pel MCP, the original 2Wx2H reference is directly used, and the 1/2-pel MV can be applied without any change. 

For 1/4-pel MCP, the original 2Wx2H reference is 1/2-pel interpolated to be 4Wx4H and used as 1/4-pel reference. 

For decoder, MV signaling and interpretation are the same as normal. However, the reference picture interpolation and generation process needs to be modified. In this process, no additional new interpolation filters are required but additional rules are required to specify the corresponding operations on the reference pictures at the “High-to-Low” resolution change point. 

“Low-to-High” Case: 

In the “Low-to-High” case in Figure 3 (B), for the current coding picture of higher resolution (e.g. 2Wx2H), its reference picture is of WxH resolution. To keep the MV interpolation the same as normal, the reference picture is firstly up-sampled (e.g. 2Wx2H) and then employed in integer-pel MC. When the decoder detects that the MV points to fractional-pel positions, the above mentioned 2Wx2H reference picture is then up-sampled to get the desired prediction block. 

Since there have already been some up-sample filters specified for fractional-pel MCP and RA, maybe no additional filters are needed for this case. Note that when MV points to 1/4-pel positions, actually 1/8-pel interpolation will be conducted to the WxH reference pictures. 
The impacts of RA on MCP and MV interpretation can be summarized as: 
· The MV coding operations and interpretations can be all kept unchanged when RA is introduced, given that some associated resolution conversion operations are implemented on reference pictures, which requires some additional corresponding descriptions in the WD document, where, however, some already specified filters for fractional-pel MCP and RA could be re-used.
5.3 MV Prediction

In H.263 and MPEG-4 Part 2, because the MVD coding tables are designed based on the limited MV ranges, the MV scaling process has to be involved so that the normal MVD tables can be utilized to code the MVs when RRU or DRC is ON. 

In H.264/AVC [4], the MV ranges are specified in Profile/Level, which are much larger than those in the previous standards. If the Profile/Level parameters in SPS are set according to the original picture resolution, e.g. the higher resolution ones, the encoder shall ensure that all the MVs obtained in ME are not out of the restricted ranges. It is foreseeable that HEVC will use this approach but maybe with different range values. 

In HEVC, the MVs from both the spatial neighboring and temporal collocated blocks are employed to construct the MVPs. For spatial candidates, if using the MCP and MV interpretation in the previous section, no modifications are needed for the existing words for spatial MVPs. 

For temporal candidate, the first problem is how to get the collocated block at the resolution change points. Then, the second problem is how to perform MV scaling. Suppose that the coordinate of the top-left pixel of the current block is (2x0, 2y0) in the picture. When a factor of 2 is applied in resolution change points, one possible solution may be that the collocated block is directly obtained by scaling the coordinates of current block as: 

· For the “High-to-Low” case, the block with the pixel (4x0, 4y0) as its top-left pixel can be chosen as the desired collocated block, and the MV of this block is scaled by a factor of 0.5 (i.e. right shifting by 1 bit) and then used as the temporal MVP. 

· For the “Low-to-High” case, the block with the pixel (x0, y0) as its top-left pixel can be chosen as the desired collocated block, and the MV of this block is scaled by a factor of 2 (i.e. left shifting by 1 bit) and then used as the temporal MVP. 

However, for the other generic factors rather than 2, more sophisticated rules, possibly including rounding, block aligning operations, are required to acquire collocated block. 

Moreover, there always exists an alternative way that temporal MVP is not included in the MVP candidate lists at the resolution change points. However, considering the fact that the candidate number is fixed (currently to 5) and additional MV candidates are assigned to the empty positions in the candidate list, when disabling temporal candidates, the MVs used to pad the empty positions shall be all derived from spatial candidates. 

The impacts of RA on MV prediction can be summarized as: 

· If the MV interpretation approaches in the previous section were finally adopted to HEVC, no changes would be made to spatial MVP construction. For temporal MVP, additional rules are needed for collocated block derivation and possible MV scaling. Alternatively, just disabling temporal prediction of MV is another choice, which only introduces several conditional instructions but a method to pad empty positions in MVP candidate list by only referencing spatial MVs. 

5.4 Skip & Merge

When RRU or DRC is used, the MV for Skip mode is (0, 0), and the latest decoded picture is selected as reference. There is no Merge mode in H.263 or MPEG-4 Part 2. 

When implementing Skip & Merge on HEVC RA, there are two problems to tackle as below: 

· How to get candidate motion information (i.e. MV and reference index); and 

· How to get the prediction block. 

To the first one, the methods and considerations have already been described in section 5.3. To the other one, the related discussions are presented in section 5.2.
The impacts of RA on skip & merge can be summarized as: 

· When RA is enabled, Skip & Merge modes at the resolution change points can directly refer to the specified RA MV prediction operations to get candidate motion information, and then refer to RA MV interpretation to get prediction block, while no syntax changes are required. 

6 Conclusions

As analyzed in the above sections, the very key issue of the MCP for RA is MV interpretation and associated prediction block construction process, besides unit definition which can be tackled in a simple way that the codec always keeps the unit settings in SPS for the pictures of the original resolution. Once this key issue is well addressed, the MV prediction and Skip & Merge issues will be accordingly solved and specified with several additional decoding rules for some special cases. Note that all these issues only occur at the resolution change points, and when the resolution change is completed, the normal syntax and rules are used for decoding. 
Summarily, the major principle for RA is to utilize the existing syntax elements with necessarily modified semantics to convey the RA implementation required information while adding only several flags. Following this, the potential impacts of RA on MCP in HEVC are summarized in the table below. 

Table 4.  Comments on the MCP issues regarding encoder and decoder with RA. 
	Items
	Comments

	Unit Definition
	Directly referring to the unit settings for the original resolution pictures (the highest resolution) in SPS, or alternatively deriving new unit settings according to both the picture size after resolution changing and the maximum and minimum units for the original resolution pictures. The above mentioned points all require adding new decoding rules when resolution changes. 

	MCP
	Keeping the MV interpretation approaches and rules the same as those for normal (or non-RA) HEVC by converting the reference picture resolutions will minimize the potential changes for MV prediction and Skip & Merge modes. 

	Resolution Conversion Filters
	Both up-sampling and down-sampling filters will be normative parts in HEVC, which presents a question of whether the existing interpolation filters can be employed as resolution conversion filters. 

	MV Prediction
	If the above comments on MCP are applied, no additional rules are needed for deriving the spatial MVP candidates. For temporal MVP candidates, MV scaling is necessary. However, alternatively, the temporal MVs can be excluded from the constructions of the MVP candidates, which will lead to some impacts on padding the empty positions in candidate lists where a MV of (0,0) can always be employed as a special MV candidate. Finally, The normal MVD coding approaches can be used for RA. 

	Skip & Merge
	The rules specified for MCP and MV prediction can be employed for getting the candidate motion information and prediction blocks when Skip & Merge modes are used at resolution changing points. 
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