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Abstract
This contribution reports the results of experiments for section 3.5 of CE13 as described in JCTVC-F913[1]. 6 experiments have been proposed in the field of parsing robustness for both AMVP and Merge modes. The four first proposed experiments replace some of the additional candidates of the current HM4.0 motion vector derivation by non-redundant candidates as proposed in JCTVC-F474 [3]. These four experiments correspond to different compromises between the coding efficiency and the complexity reductions in terms of number of operations for the Merge mode MVP derivation process compared to the HM4.0. The 2 other experiments deal with the modification of the motion vector predictor index parsing for AMVP. The best experiment in term of coding efficiency shows an average gain for 4 Inter coding configurations of 0.3% coding compared to the HM4.0 anchors without any increase number of operations. Moreover, some configurations divide by 3 the worst case complexity in terms of number of predictors and number of comparisons with a BDR gain of 0.1%. .
1 Introduction 

Core Experiment 13 is related to motion data parsing robustness. The goal of this CE is to evaluate various configurations or simplifications of different methods proposed for HM3.0, and evaluate them in the context of HM4.0. In our previous contributions JCTVC-E709 [4] and JCTVC-F474 [3], we proposed 2 tools to solve both the parsing robustness and the throughput issue. The first one determined the number of predictors based on the availability of neighboring predictors. The second tool improves the coding efficiency by replacing the duplicate candidates by candidates with different (non-redundant) values.

The complexity of the HM4.0 Merge motion vector predictors derivation has significantly increased compared to the HM3.0 for the worst case. The number of possible predictors has been multiply by 5 and the number of comparisons by 4. This increase of complexity has been adopted to reduce the coding loss of the adopted solutions on parsing throughput and robustness.
In this contribution, we proposed to adapt our proposed tool described in [3] and [4] in order to both improve the coding efficiency and reduce the complexity. The non-redundant predictors offer the possibility to efficiently use the signaling bits which have to be transmitted to solve the parsing issue and which may cause coding efficiency loss. Moreover, these non-redundant predictors do not need to be compared to all other predictors due to their non-redundancies properties. For CE13, we proposed several tests which can be interpreted as different compromises between the coding efficiency and the complexity reduction. All these experiments provide complexity reduction and coding gains.
2 Complexity analysis of the Merge mode MVP derivation

HM4.0 uses 3 types of new predictors for the Merge modes as described in JCTVC-F470 [2]: 1) the combined predictors, 2) the scaled predictors and 3) the Zero predictors. All these new additional predictors need to be generated and compared to each other. This process significantly increases the number of possible predictors and the number of comparisons.

Table 1reports some operations of the HM4.0 Merge mode MVP derivation needed in the worst case. This table provides the number of possible predictors which are checked in the process, the number of comparisons needed for candidate derivation, the number of possible candidates and the number of comparisons for the pruning process.
In the derivation process, 5 spatial predictors can be added in the first list of candidates even if only 4 could be added. For the spatial checking, one comparison for each possible spatial predictor is needed for a non 2Nx2N Merge mode (5 comparisons). Indeed, for the second PU, the “avoid Merge check” compares the value of each spatial candidate to the value of the selected candidates of the first PU. For the temporal candidate, 2 temporal positions are checked (H and centered). The 4 spatial and the temporal candidates are compared to each other. This first pruning process needs at most 10 comparisons. The non-redundant list generated by this pruning process contains 4 predictors in the worst case. The combined, the scaled and the zero predictors will be tested to reach 5 candidates (the maximum number of candidates). The combined predictors are generated based on the first list of non-redundant candidates. In the worst case, 12 possible combined predictors are created. For each combined predictor, the motion information of L0 and L1 are compared in order to eliminate the predictors which have exactly the same motion information in both lists. Consequently, 12 comparisons are needed. This derivation can provide 5 combined candidates which are compared to the 4 non redundant candidates, so 5x4 = 20 comparisons. In the same way, the scaled candidate is derivated from candidates of the first list. This implies 8 possible scaled predictors and needs 4 comparisons for the pruning test. Eventually, two zero candidates are also compared, so 8 additional comparisons.

In summary, 29 possible predictors are checked in the worst case to produce 13 possible candidates. Moreover, to check the possible predictors and prune the list of candidates, 59 comparisons are needed.
Table 1: Complexity analysis for the worst case of the HM4.0 Merge mode MVP derivation process.
	
	Max number of possible predictors
	Max number of possible candidates
	Max number of comparisons for candidates derivation
	Max number of comparisons for pruning process

	Spatial
	5
	4
	5
	10

	temporal
	2
	1
	0
	

	Combined
	12
	5
	12
	20

	Scaled
	8
	1
	0
	4

	Zero
	2
	2
	0
	8

	
	
	
	
	

	Total
	29
	13
	17
	42

	
	59


Table 2 shows the same data as Table 1 for the HM3.0 Merge MVP derivation process. The HM4.0 Merge MVP derivation has about 5 more predictors than the HM3.0. In addition, the number of comparisons has been multiplied by 4.

Table 2: Complexity analysis for the worst case of the HM3.0 Merge mode MVP derivation process.
	
	Max number of possible predictors
	Max number of possible candidates
	Max number of comparisons for candidates derivation
	Max number of comparisons for pruning process

	Spatial
	4
	4
	4
	10

	temporal
	2
	1
	0
	

	
	
	
	
	

	Total
	6
	5
	4
	10

	
	14


3 Technical description
In the proposed experiments, we have tested 2 tools. The first is applied only for AMVP (Tests 5 and 6) and consists in determining the maximum number of candidates in the set. The second one adds non-redundant candidates (offset predictors) to the list of candidates when this list doesn’t reach its maximum number of candidates. 
3.1 Determination of the number of candidates for AMVP: Tool 1

The current AMVP process uses 3 candidates: 2 spatial candidates and one temporal candidate. But the maximum number in the list of candidates is 2. The spatial candidates are the left and the above predictors. For the left predictor, 2 spatial positions are checked and for the above candidates, 3 spatial positions. If both spatial and temporal candidates are not available, the zero motion vector is added to the list.

The first tool in the AMVP process consists in checking the availability of the spatial candidates and considers that the temporal one is always available. A spatial candidate is considered as available if at least one of its possible positions exists and it is not Intra coded. Moreover, in our implementation of Tool 1, the number of candidates is limited to 2 as in the current HM4.0. So, the number of candidates in the list can be equal to 1 or 2.

3.2 Offset predictors: Tool 2

The second tool improves the coding efficiency of the current HM4.0 by replacing duplicate candidates by new candidates with different values which are always non-redundant. This offers the possibility to efficiently use the signaling bits dedicated to the predictor information. In the current design, some candidates have redundant values.

The offset predictors consist in adding an offset value to one component of the first candidate in the list. With the current design, only 4 offset predictors at most need to be generated for the Merge modes and only 1 offset predictor for AMVP. In the proposed experiments, the offset value is fixed to 8. If the first predictor (mvx, mvy) is a unidirectional candidate, the offset candidates are derived as the following:
· 1st:  (mvx -8, mvy)

· 2d:  (mvx+8, mvy)

· 3d:  (mvx, mvy -8)

· 4th: (mvx, mvy+8)

The AMVP list contains two candidates, so only the first offset predictor should be generated ((mvx -8, mvy)).

For the Merge mode, when the first candidate of the list is bidirectional, two cases are considered. The first one if both reference frames have the same direction, the offset are added only on the motion vector of the first list L0 as for unidirectional. Otherwise, if the motion vectors of L0 and L1 have different directions (the current picture lies between two reference pictures), the offset predictor are derived as the following:
· 1st:  L0 (mvx -8, mvy), L1 (mvx+8, mvy)
· 2d:  L0 (mvx+8, mvy), L1 (mvx -8, mvy)
· 3d:  L0 (mvx,  mvy-8), L1 (mvx, mvy+8)
· 4th: L0 (mvx, mvy+8), L1 (mvx, mvy -8)
Please note that if no candidate is in the list, the first candidate is set to the zero motion vector. In this specific case, no comparison is needed.
The offset predictors have two main advantages:
· First, when they are used, the list of predictors definitely reaches the maximum number of candidates and all predictors are non-redundant. This offers the possibility to efficiently use the signaling bits dedicated to the predictor index.
· The second advantage is that less comparisons are needed, compared to other candidates. Indeed the non-redundant candidate does not need to be compared to all other predictors already inserted in the list due to their non-redundancy properties.
The offset predictors all differ from each other and from the first predictor of the list. Consequently, when the worst case is reached (4 non redundant predictors already in the list), the 4 possible offset predictors do not need to be compared to this first predictor. So, instead of having 4 x 4 = 16 comparisons for 4 classical predictors, the offset predictors are only compared to the 3 candidates after the first candidate, so, only 3x4 = 12 comparisons are needed. In the same way, when the 3 first offset predictors are identified as redundant predictors, the 4th offset predictor is definitively non-redundant compared to the first list of candidates, so the 4th offset candidate doesn’t need to be compared to all the others. Consequently, only 3x3 = 9 comparisons need to be checked. By extension of this demonstration, when an offset predictor is redundant to a candidate already in the list, the other offset candidates do not need to be compared to this candidate. So, with a dedicated implementation, only 6 comparisons are needed for the pruning process of the 4 offset predictors in the worst case of Merge mode MVP process.
Eventually, for AMVP, only one offset predictor is added, because AVMP uses at most 2 candidates in its list. As the offset predictor is generated from the first predictor, it is definitely non-redundant. Consequently, no comparison is needed for offset predictor in the AMVP process.
4 Experiments
We have proposed two kinds of experiments. The first one (Tests 1, 2, 3, 4) is dedicated to the offset of predictors. Several experiments were conducted to produce different compromises between the coding efficiency and the complexity. The second kind of experiments consists in evaluating the coding efficiency of Tool 1 and Tool 2 for AMVP.

4.1 Offset predictors: Test 1, 2, 3, 4

Table 3
 summarizes experiments Test 1, Test 2, Test 3 and Test 4. These experiments are ordered from the more complex to the less complex. The proposed modifications are related to the additional candidates added after the first pruning process for both Merge and Inter modes. For Merge mode, 4 additional offset predictors are added. Yet, these predictors need only 6 comparisons for the worst case as explained in the previous section. For AMVP, only one predictor is added in the current list with no additional comparison.
Table 3: Experiments Test 1, 2, 3, 4
	
	Merge mode
	AMVP/Merge

	
	Maximum number of combined predictors
	Scaled predictors
	Zero predictors
	Non-redundant predictors

	HM4.0
	12
	On
	On
	Off

	
	
	
	
	

	Test 1
	12
	On
	Off
	On

	Test 2
	12
	Off
	Off
	On

	Test 3
	3
	Off
	Off
	On

	Test 4
	2
	Off
	Off
	On


Table 4 gives the related number of possible predictors for each type of additional predictors (the operations dedicated to spatial and temporal predictors are not reported in this table). Each experiment Test 2, Test 3 and Test 4 derives fewer predictors compared to the HM4.0 Anchor. For Test 3 and Test 4, the number of possible predictors is divided by more than 3.
Table 4: Number of predictors considered for each category of predictors.
	
	Combined
	Scaled
	Zero
	Offset
	Total

	HM4.0
	12
	8
	2
	0
	22

	
	
	
	
	
	

	Test 1
	12
	8
	0
	4
	24

	Test 2
	12
	0
	0
	4
	16

	Test 3
	3
	0
	0
	4
	7

	Test 4
	2
	0
	0
	4
	6


Table 5 shows the number of comparisons needed for the additional candidates generated after the first pruning process. For experiments Test 3 and Test 4, the comparisons in combined derivation have been removed in order to save 12 comparisons. Consequently, the maximum number of possible combined predictors is equal to the number of combined tested in the pruning process. For Test 3, the number of possible combined predictors is equal to 3 and in Test 4 equal to 2.

All the proposed experiments reduce the number of comparisons. Test 4 divides by more than 3 the number of comparisons.
Table 5: Number of comparisons considered for each category of predictors.
	
	Combined
	Scaled
	Zero
	Offset 
	Total

	HM4.0
	12 + 20
	4
	8
	
	44

	
	
	
	
	
	

	Test 1
	12 + 20
	4
	0
	6
	42

	Test 2
	12 + 20
	0
	0
	6
	38

	Test 3
	12
	0
	0
	6
	18

	Test 4
	8
	0
	0
	6
	14


5 Results

5.1 Test 1, Test 2, Test 3 and Test 4 results
Table 6 gives the results of the experiments with ENC_MRG_FIX over the HM4.0 Anchors and Table 7 gives the same results compared to HM4.0 Anchors with ENC_MRG_FIX. For the 4 experiments, systematic gains are observed and reach 0.5% for LDHE configuration. Test 1 and Test 2 give about the same average gains around 0.3% when compared to HM4.0 Anchor, and 0.2% compared to the Anchor with ENC_MRG_FIX. This is an interesting result according to the complexity reduction involved. Test 3 and Test 4 also give systematic gains with a higher complexity reduction in terms of number of possible additional predictors and comparisons. The gains for Test 3 and Test 4 are respectively 0.2% average gain compared to the HM4.0 Anchor and 0.1% and 0% compared to the Anchor with bug fix.
Table 6: BDR results for the 4 tests compared to HM4.0 anchors.
	
	Max number of possible predictors
	Max number of comparisons
	RAHE
	RALC
	LDHE
	LDLC
	Average

	HM4.0
	22
	44
	
	
	
	
	

	
	
	
	
	
	
	
	

	Test 1
	24
	42
	-0.2%
	-0.3%
	-0.5%
	-0.4%
	-0.3%

	Test 2
	16
	38
	-0.2%
	-0.2%
	-0.5%
	-0.4%
	-0.3%

	Test 3
	7
	18
	-0.1%
	-0.2%
	-0.4%
	-0.3%
	-0.2%

	Test 4
	6
	14
	-0.1%
	-0.2%
	-0.2%
	-0.1%
	-0.2%


Table 7: BDR results for the 4 tests compared to HM4.0 anchors + ENC_MRG_FIX.
	
	Max number of possible predictors
	Max number of comparisons
	RAHE
	RALC
	LDHE
	LDLC
	Average

	HM4.0
	22
	44
	
	
	
	
	

	
	
	
	
	
	
	
	

	Test 1
	24
	42
	-0.1%
	-0.2%
	-0.2%
	-0.3%
	-0.2%

	Test 2
	16
	38
	-0.1%
	-0.1%
	-0.2%
	-0.3%
	-0.2%

	Test 3
	7
	18
	-0.1%
	-0.1%
	-0.2%
	-0.2%
	-0.1%

	Test 4
	6
	14
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%


Table 8 gives the encoding and decoding time of the four tests compared to the HM4.0 Anchors + ENC_MRG_FIX. In average, an encoding time increase of 103% is observed even if the worst case of MVP derivation process is reduced for Merge mode. This is due to a higher number of predictors which are RD evaluated for the Merge modes and Inter modes. After a detailed analysis, it seems that this runtime increase essentially comes from the RD evaluation of Merge mode. In additional experiments, we propose an early decision for the Merge mode to reduce this encoding time. These additional experiments show an encoding runtime reduction of 5%.
Table 8: Encoding and decoding time for the 4 tests.
	
	Enc Time[%]
	
	Dec Time[%]

	
	RAHE
	RALC
	LDHE
	LDLC
	
	RAHE
	RALC
	LDHE
	LDLC

	Test 1
	104%
	103%
	103%
	103%
	
	99%
	102%
	102%
	103%

	Test 2
	104%
	104%
	103%
	103%
	
	99%
	103%
	103%
	101%

	Test 3
	104%
	104%
	103%
	103%
	
	99%
	102%
	101%
	100%

	Test 4
	104%
	104%
	103%
	103%
	
	98%
	102%
	101%
	100%


5.2 Tool 1 and offset predictors: Test 5 and Test 6.

 REF _Ref308362589 \h 
Table 9 summarizes experiments Test 5 and Test 6. In Test 5, the Merge mode is not modified. So, the number of maximum of candidates for AMVP depends on the availability of spatial candidates and one offset predictor is added when only one predictor is present in the list. 
Table 9: Test 5 and Test 6 configurations
	
	Merge mode
	AMVP

	Test 5
	HM4.0
	Tool 1 and Tool 2

	Test 6
	Test 3
	Tool 1 and Tool 2


 REF _Ref308381290 \h 
Table 10 gives the BDR results of Test 5 (with bug fix) compared to the HM4.0 anchors + ENC_MRG_FIX. In average, the modification of Index predictor parsing and the additional offset predictor for AMVP improve the coding efficiency with an average gain of 0.1% and with minor impact on the encoding and decoding time as reported in Table 11. When Test 5 is added to the worst case reduction for the Merge mode in Test 3, gains are observed with about the same encoding runtime increase as in Test 3. 
Table 10: BDR for Test 5 and Test 6 with ENC_MRG_FIX compared to HM4.0 + ENC_MRG_FIX.
	
	BDR

	
	RAHE
	RALC
	LDHE
	LDLC

	Test 5
	-0.1%
	-0.1%
	0.0%
	-0.1%

	Test 6
	-0.1%
	-0.1%
	-0.2%
	-0.2%


Table 11 Encoding and decoding runtime for Test 5 and Test 6.
	
	Enc Time[%]
	
	Dec Time[%]

	
	RAHE
	RALC
	LDHE
	LDLC
	
	RAHE
	RALC
	LDHE
	LDLC

	Test 5
	101%
	100%
	101%
	101%
	
	98%
	101%
	100%
	100%

	Test 6
	104%
	104%
	103%
	103%
	
	97%
	102%
	102%
	104%


6 Additional experiments
6.1 Encoding time reduction

This section presents an encoder simplification in order to reduce the encoding time induced by the addition of new candidates in the AMVP and Merge/Skip list. As we can observe, the encoding time increased in our tests. This is mainly due to the rate-distortion cost estimation of the additional candidates for the Merge mode. Indeed, for each candidate of the Merge mode, the rate distortion cost estimation is computed by coding the residual data and by checking a quad-tree of transforms. This computation is quite costly compared to the Merge Skip mode where only a predictor index is coded.
In the following section 6.3, we propose an early termination rule when estimating the rate distortion cost of the Merge candidates. This avoids estimating all the Merge candidates without affecting the coding efficiency.
6.2 HM4.0 rate-distortion estimation for the Skip/Merge candidates.

Figure 1 presents the current encoder algorithm to estimate the rate distortion cost for each Merge/Skip candidate in the HM4.0. This diagram is very simple and shows that all predictors are exhaustively tested through the Skip and the Merge mode. Please note that for the Merge mode, the rate-distortion cost computation is more important since the residual data is encoded by checking different transforms.

                              
[image: image1]
Figure 1: HM4.0 RD cost estimation procedure for Skip/Merge candidates.
6.3 Proposed modification for the Merge mode rate distortion computation (fast encoding mode)
Figure 2 presents the proposed encoder algorithm to avoid some rate distortion cost evaluations for some Merge candidates. Instead of performing systematically the rate-distortion cost of each candidate, an early termination rule is applied. The diagram in Figure 2 uses an internal Early Termination Flag (ETF) that enables stopping the computation of the Rate distortion cost of the Merge mode as soon as this ETF is set to TRUE.
The basic rule is the following: the Early Termination Flag value is set to TRUE when for any candidate of the list, the cost (JSkipi) of the Skip mode is inferior to the cost (JMrgi) of the Merge mode.

Then when the second predictor is under processing and when the ETF is equal to true, we do not need to estimate the rate distortion cost of the Merge mode.

[image: image2]
Figure 2: Proposed RD cost estimation procedure for Skip/Merge candidates to save encoding time.
6.4 Results of Test 1, Test 2, Test 3 and Test 4 in combination with the fast encoding mode
This section present the BDR results of the 4 proposed tests evaluated in this CE13 with the proposed method to accelerate the encoding time.
6.4.1 BDR results (Results are under cross-checking procedure)
	
	RAHE
	RALC
	LDHE
	LDLC
	Average

	Test 1
	-0.1%
	-0.2%
	-0.2%
	-0.3%
	-0.2%

	Test 2
	-0.1%
	-0.1%
	-0.2%
	-0.3%
	-0.2%

	Test 3
	-0.1%
	-0.1%
	-0.2%
	-0.2%
	-0.1%

	Test 4
	0.0%
	-0.1%
	0.0%
	0.0%
	0.0%


6.4.2 Encoding: decoding results (encoding/decoding time need to be refined)
	
	Enc Time[%]
	
	Dec Time[%]

	
	RAHE
	RALC
	LDHE
	LDLC
	
	RAHE
	RALC
	LDHE
	LDLC

	Test 1
	100%
	99%
	99%
	99%
	
	99%
	102%
	102%
	103%

	Test 2
	100%
	100%
	99%
	99%
	
	99%
	103%
	103%
	101%

	Test 3
	100%
	100%
	99%
	99%
	
	99%
	102%
	101%
	100%

	Test 4
	100%
	100%
	99%
	99%
	
	98%
	102%
	101%
	100%


6.5 Conclusion for the fast encoding mode
Results presented in that section shows that 4% of encoding time can be saved by applying the fast encoding mode described in section 6.3 with a small impact on the BDR performance.
7 Conclusion and recommendations

This contribution presents the results of the experiments described in section 3.5 of the CE13 description [1]. Experiments Test1, Test 2 Test 3 and Test 4 show better coding efficiency/complexity compromise compared to HM4.0. The proposed modifications systematically bring some coding efficiency while decreasing the number of predictors or thus the number of needed comparisons. The best experiment (Test 1) in term of coding efficiency shows an average gain for 4 Inter coding configurations of 0.3% coding compared to the HM4.0 anchors without any increase of number of operations. Yet, the best compromise is obtained with Test 3 where the number of predictors and number of comparisons in divided by 3 compared to HM4.0 with a coding gain of 0.1%. 
We therefore recommend considering the proposed modifications as starting points of discussions in a Break-out group related to the CE13 and CE9. Eventually, we proposed additional experiments to decrease the encoding runtime of our proposed tests without impacting the coding efficiency. 
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