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Abstract

In this contribution, wavefront tile parallel processing (WTPP) extends the wavefront parallel processing (WPP) concept from LCUs to tiles and harmonizes WPP and tiles. It is reported that WTPP reduces 0.3-0.6% bit rates in comparison with tiles, when two or four parallel threads are used. In addition, the number of causality checks (i.e. thread interactions between threads) of WTPP is smaller than 16%, 22%, and 33% of that of WPP for class A (2560x1600), class B (1920x1080), and class E (1280x720), respectively, which can enhance the performance of multi-core systems.
1 Introduction
In JCTVC-F335 [1], tiles were proposed for parallel processing, where a picture can be partitioned into LCU-aligned rectangular segments called tiles. Inside each tile, LCUs are raster scanned. Inside each picture, tiles are raster scanned. There are two kinds of tiles, including independent tiles and dependent tiles. For independent tiles, encoding and decoding LCUs (e.g. MV prediction, intra prediction, entropy coding) for one tile do not need data from any other tile. For dependent tiles, tiles can be regarded as a change of LCU scan order, where encoding and decoding a tile can use data from a neighboring tile as long as the data are available.
In JCTVC-F274 [2], wavefront parallel processing (WPP) was proposed for parallel encoding or decoding, where interleaved lines of largest coding units (LCUs) are processed by encoding or decoding threads. In order to limit the degradation of coding efficiency, a wavefront pattern of processing order ensures that dependencies on spatial neighbors are not changed. In addition, the CABAC probabilities of the first LCU of each line are initialized with the probabilities obtained after the second LCU of the upper line is processed. This allows for a quicker learning of the probabilities along the first column of LCUs than using slice initialization probabilities for each LCU line. Since the second LCU of the upper line is always available, this can be performed without modifying the wavefront structure.
In the 6th JCT-VC meeting, both tiles and WPP were both adopted for parallel processing. However, independent tiles reduce spatial dependencies between tiles and will suffer coding efficiency loss. Besides, WPP needs quite a few interactions between threads and will lead to undesirable overhead. In this contribution, a method is proposed to achieve harmonization between tiles and WPP for parallel processing, where the WPP concept is extended and applied to tiles, which is called wavefront tile parallel processing (WTPP).
The rest of this document is organized as follows. Details of the proposed WTPP will be described in Section 2, advantages of WTPP will be discussed in Section 3, simulation results will be shown in Section 4, and conclusions will be given in Section 5.
2 Proposed method
To achieve WTPP, WPP concept is extended and applied to tiles with multiple tile columns. Figure 1 shows an example. In Figure 1, there are two tile columns in one picture with one vertical tile boundary that is located in the middle of the picture. Two threads, one for each tile, are used to achieve parallel processing for this case. WTPP can be easily extended to multiple tile columns if specific causality checking rules and CABAC inheritance properties are met as described in the following sections.
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2.1 Causality checking rules

For WTPP, within each individual tile, LCUs are simply processed in a raster scan order as they are in a normal picture case. However, as in WPP, to preserve data dependency as no slice or tile partitioning is used, threads should be processed in a wavefront pattern, i.e. there must be a shift of two LCUs between two processing threads of neighboring LCU lines. This can be achieved by applying a WPP causality checking rule between threads as described as follows.

WPP causality checking rule: The LCU of one thread can be processed if and only if the upper right LCU of the adjacent upper thread has been processed.
To generalize this WPP concept when it is extended from LCUs to tiles, WTPP causality checking rules are needed as follows.
WTPP causality checking rule 1: Only LCUs at vertical tile boundaries need to be checked.
WTPP causality checking rule 2: For each LCU to the right of a vertical tile boundary, the LCU can be processed by the thread if and only if the left LCU from the adjacent left thread has been processed.
WTPP causality checking rule 3: For each LCU to the left of a vertical tile boundary, the LCU can be processed by the thread if and only if the upper right LCU from the adjacent right thread has been processed.
Therefore, in Figure 1 (a), while the first thread can start processing LCUs in the left tile, the second thread should wait and postpone the processing of LCUs in the right tile until the first LCU in the right tile meets the requirement of causality checking rule 2. In Figure 1 (b), since the first thread has finished processing the LCU to the left of the tile vertical boundary and turns to the second row of LCUs, the second thread can start processing. In Figure 1 (c) and Figure 1 (d), causality checking rules 1-3 will be checked at the vertical tile boundary to maintain the correct processing order between these two threads.
2.2 CABAC inheritance properties
As for CABAC, within each individual tile, the CABAC probabilities simply inherit from those of the previous LCU in raster scan order, as indicated in dash curves with arrows in Figure 1, except for the first LCU of the first tile. However, because of the wavefront processing dependency between threads and to get quick learning of the probabilities for the second thread, the CABAC probabilities of the first LCU of the right tile can be initialized with the probabilities of the adjacent left LCU from the left tile, as indicated in Figure 1 (b). To achieve this, a single additional probability buffer is required. When the first thread for the left tile has finished processing the LCU right before the vertical tile boundary on the first row, it writes its probabilities into the buffer. When the second thread starts to process the first LCU in the right tile, it reads the probabilities from the buffer.
3 WTPP advantages
It is asserted that the proposed WTPP can achieve better harmonization between tiles and WPP and has the flowing advantages.
3.1 Better coding efficiency in comparison with independent tiles
With WTPP, unlike independent tiles which disallows predictions between tiles, spatial dependency can be preserved. Moreover, CABAC probabilities can inherit from neighbors. Therefore, WTPP can provide better coding efficiency than independent tiles as will be shown in the simulation results.
3.2 Fewer interactions between cores in comparison with WPP
In WTPP the causality checks need to be performed only at tile boundaries, while in WPP the causality checks are performed for every LCU except for the first LCU row and the last LCU column.

An example is given in Figure 2 to show the comparisons of required number of causality checks, where both WPP and WTPP are 2-parallel. In the WPP case, according to WPP causality checking rule, causality checks need to be performed for each LCU except for the first LCU row and the last LCU column. There are (PicWidthInLCUs - 1) checks for each non-first LCU row. Moreover, since an interleaved structure is used, where a different LCU row means a different thread, there are totally (PicWithInLCUs - 1) x (PicHeightInLCUs - 1) checks for the entire picture. For WTPP, according to causality checking rules 2 and 3, there are (PicHeightInLCUs - 1) and (PicHeightInLCUs) checks for the left tile and the right tile, respectively. Besides, according to causality checking rule 1, where only tile boundaries need to be checked, there are totally ((PicHeightInLCUs - 1) + (PicHeightInLCUs)) x (NumOfTileColumns - 1) checks. Table 1 and Table 2 summarize the required number of causality checks for test sequences of class A to E with different picture sizes. As shown in Table 2, the number of causality checks of WTPP is less than 50% of that of WPP for most of the cases. When the picture size increases as parallel processing becomes more important, the reduction of causality checks of WTPP in comparison with WPP is more significant.
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3.3 Support of computation scalability
For practical applications, encoders and decoders may have asymmetrical computational power. WTPP can easily provide computation scalability to adapt to the asymmetry. As shown in Figure 3 as an example, where the encoder uses 4-parallel WTPP and the same WTPP bitstream can adapt to decoders with 1-, 2- and 4-parallel.
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3.4 Support of heterogeneity 
For multi-core applications, parallel processing may be fulfilled among heterogeneous cores, such as CPU and GUP, or application processor (AP) and co-processor, where each core has different computational power. WTPP can easily provide computation adaptation to the heterogeneity. As shown in Figure 4 as an example, heterogeneous WTPP can be achieved by assigning different numbers of tile columns to different cores accordingly.
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4 Simulation results

Experiments were conducted according to the common test conditions defined in JCTVC-F900 [3] except tile parameters, and only high efficiency cases using CABAC were tested. The software is based on HM-4.0-dev, rev1422, where tiles are implemented.

The simulation results of two methods including tiles and WTPP are compared in Table 3 and Table 4, for two and four parallel threads, respectively. For tiles and WTPP, parallel processing is achieved by uniformly spaced tile columns. Among these two methods, tiles suffer the highest coding efficiency loss, especially when there are more parallel threads. The proposed WTPP can achieve better coding efficiency for all the test cases.
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5 Conclusions

MediaTek proposed wavefront tile parallel processing (WTPP) to extend the wavefront parallel processing (WPP) concept from LCUs to tiles. The proposed WTPP was compared with tiles. Simulation results reportedly show that the proposed WTPP is 0.3% better than tiles when two parallel threads are used, and is 0.6% better than tiles respectively when four parallel threads are used, in terms of BD-rates. Besides, the number of causality checks (i.e. thread interactions) of the proposed WTPP is less than 16%, 22%, and 33% of that of WPP for class A (2560x1600), class B (1920x1080), and class E (1280x720), respectively.
6 Patent rights declaration(s)
MediaTek Inc. may have current or pending patent rights relating to the technology described in this contribution and, conditioned on reciprocity, is prepared to grant licenses under reasonable and non-discriminatory terms as necessary for implementation of the resulting ITU-T Recommendation | ISO/IEC International Standard (per box 2 of the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form).
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Figure 2.  Causality checks for WPP and WTPP.





Table 4.  Results of four parallel threads


�
Tile�
WTPP�
�
�
All Intra HE�
All Intra HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
0.2%�
-1.5%�
-2.5%�
-0.1%�
-1.9%�
-2.8%�
�
Class B�
0.3%�
0.4%�
0.2%�
-0.1%�
-0.1%�
-0.2%�
�
Class C�
0.7%�
1.2%�
1.4%�
0.0%�
0.3%�
0.4%�
�
Class D�
1.2%�
1.5%�
1.5%�
0.2%�
0.4%�
0.4%�
�
Class E�
0.9%�
0.3%�
0.3%�
-0.1%�
0.0%�
-0.1%�
�
Overall�
0.6%�
0.4%�
0.2%�
0.0%�
-0.3%�
-0.5%�
�
　�
0.6%�
0.4%�
0.2%�
0.0%�
-0.3%�
-0.4%�
�
�
Random Access HE�
Random Access HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
0.8%�
-1.5%�
-2.3%�
0.2%�
-2.4%�
-2.9%�
�
Class B�
0.8%�
1.0%�
0.5%�
0.3%�
0.2%�
-0.1%�
�
Class C�
1.2%�
1.8%�
1.7%�
0.6%�
0.8%�
0.7%�
�
Class D�
2.7%�
3.0%�
2.8%�
1.7%�
1.7%�
1.7%�
�
Class E�
　�
　�
　�
　�
　�
　�
�
Overall�
1.3%�
1.1%�
0.7%�
0.7%�
0.1%�
-0.2%�
�
　�
1.4%�
1.1%�
0.7%�
0.7%�
0.1%�
-0.1%�
�
�
Low Delay B HE�
Low Delay B HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
　�
　�
　�
　�
　�
　�
�
Class B�
0.9%�
1.1%�
0.8%�
0.4%�
0.3%�
-0.2%�
�
Class C�
1.2%�
1.9%�
1.6%�
0.7%�
1.0%�
0.8%�
�
Class D�
2.9%�
3.4%�
3.6%�
1.9%�
2.0%�
2.4%�
�
Class E�
2.7%�
1.7%�
1.6%�
2.4%�
1.0%�
2.4%�
�
Overall�
1.8%�
2.0%�
1.9%�
1.2%�
1.1%�
1.2%�
�
　�
1.8%�
1.9%�
1.8%�
1.2%�
1.1%�
1.2%�
�
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Encoder with 4-parallel WTPP


� � �


Decoder with 1-parallel (left), 2-parallel (middle), 4-parallel (right) WTPP


Figure 3.  Computation scalable WTPP
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(a)                   (b)                   (c)                    (d)


Figure 1.  Illustration of WTPP for two tiles with two threads





Table 3.  Results of two parallel threads


　�
Tile�
WTPP�
�
�
All Intra HE�
All Intra HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
0.1%�
-1.9%�
-2.5%�
0.0%�
-2.0%�
-2.7%�
�
Class B�
0.2%�
0.1%�
-0.1%�
0.0%�
-0.1%�
-0.3%�
�
Class C�
0.2%�
0.5%�
0.5%�
0.0%�
0.2%�
0.1%�
�
Class D�
0.5%�
0.6%�
0.6%�
0.1%�
0.2%�
0.2%�
�
Class E�
0.3%�
-0.1%�
-0.1%�
0.0%�
-0.3%�
-0.3%�
�
Overall�
0.2%�
-0.2%�
-0.3%�
0.0%�
-0.4%�
-0.6%�
�
　�
0.2%�
-0.1%�
-0.3%�
0.0%�
-0.4%�
-0.5%�
�
�
Random Access HE�
Random Access HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
0.3%�
-2.3%�
-2.7%�
0.1%�
-2.5%�
-3.0%�
�
Class B�
0.4%�
0.3%�
-0.1%�
0.2%�
0.0%�
-0.2%�
�
Class C�
0.6%�
0.7%�
0.7%�
0.4%�
0.3%�
0.4%�
�
Class D�
1.4%�
1.6%�
1.3%�
1.0%�
1.0%�
0.9%�
�
Class E�
　�
　�
　�
　�
　�
　�
�
Overall�
0.7%�
0.1%�
-0.2%�
0.4%�
-0.3%�
-0.5%�
�
　�
0.7%�
0.1%�
-0.1%�
0.4%�
-0.3%�
-0.4%�
�
�
Low Delay B HE�
Low Delay B HE�
�
�
Y�
U�
V�
Y�
U�
V�
�
Class A�
　�
　�
　�
　�
　�
　�
�
Class B�
0.4%�
0.4%�
0.2%�
0.3%�
0.1%�
-0.4%�
�
Class C�
0.6%�
0.8%�
0.6%�
0.4%�
0.4%�
0.3%�
�
Class D�
1.6%�
1.8%�
1.5%�
1.2%�
1.7%�
1.3%�
�
Class E�
1.5%�
0.4%�
0.5%�
1.4%�
-0.6%�
1.2%�
�
Overall�
1.0%�
0.9%�
0.7%�
0.8%�
0.4%�
0.5%�
�
　�
1.0%�
0.8%�
0.6%�
0.8%�
0.5%�
0.5%�
�






Table 1.  Picture parameters for different test sequences.


　�
PicWidth�
PicHeight�
PicWidthInLCUs�
PicHeightInLCUs�
�
Class A�
2560�
1600�
40�
25�
�
Class B�
1920�
1080�
30�
17�
�
Class C�
832�
480�
13�
8�
�
Class D�
416�
240�
7�
4�
�
Class E�
1280�
720�
20�
12�
�






�


One CPU and two GPUs: two tile columns assigned to the CPU, two to the two GPUs


�


One AP and one co-processor: three tile columns assigned to AP and one to co-processor


Figure 4.  Heterogeneous WTPP





  Table 2.  Required numbers of causality checks for WPP and WTPP.


�
WPP�
WTPP�
WTPP�
WTPP�
�
Tile Columns�
N/A�
2�
3�
4�
�
Class A�
936�
49�
(5.2%)�
98�
(10.5%)�
147�
(15.7%)�
�
Class B�
464�
33�
(7.1%)�
66�
(14.22%)�
99�
(21.3%)�
�
Class C�
84�
15�
(17.9%)�
30�
(35.7%)�
45�
(53.6%)�
�
Class D�
18�
7�
(38.9%)�
14�
(77.8%)�
21�
(116.7%)�
�
Class E�
209�
23�
(11.0%)�
46�
(22.0%)�
69�
(33.0%)�
�
* number in () specifies the percentage compared to WPP
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