	[image: image1.png]


[image: image2.png]


Joint Collaborative Team on Video Coding (JCT-VC)

of ITU-T SG16 WP3 and ISO/IEC JTC1/SC29/WG11
7th Meeting: Geneva, CH, 21-30 November, 2011
	Document: JCTVC-G1025


	Title:
	JCT-VC BoG report: tiles and wavefront parallel processing

	Status:
	Input Document to JCT-VC

	Purpose:
	Report

	Author(s) or
Contact(s):
	Michael Horowitz

1450-1055 W. Hastings Street

Vancouver, BC V6E 2E9

Canada 
	
Tel:
Email:
	
+1 778.331.3432 x323
michael@ebriskvideo.com 

	Source:
	BoG


_____________________________
Abstract
This report contains the summary of proceedings of the tiles and wavefront parallel processing BoG meeting. The BoG was created to review contributions related to tiles and wavefront parallel processing. The meeting was held on Friday evening, 18:00 to 22:15 and Saturday morning, 10:00 to 12:15, November 25 and 26, respectively. Approximately 30 delegates attended.

1 Mandates
The mandates of the BoG are:

· Review and summarize input documents: G183, G968, G194, G802, G197, G961, G315, G317, G318, G453, G454, G618, G199, G627, G722, and G815.
· Make recommendations to JCT-VC related to the input documents
2 Recommendations
The BoG recommends adoption of G194, AHG4: Non-cross-tiles loop filtering for independent tiles. G194 proposes a flag to indicate enabling or disabling in-loop filtering across independent tile boundaries.  The current HM design always filters across independent tile boundaries.

The BoG recommends adoption of G197, AHG4: Low latency CABAC initialization for dependent tiles. To facilitate low-delay, G197 proposes that the CABAC probabilities of the first LCU in each tile are inherited from those of the adjacent left LCU.  In the current HM design, CABAC probabilities are inherited from the last LCU, in tile scan order, in the previous tile. In addition, the group recommends that the G197 be tested in the context of the fixed initialization tables from CE 1.
The BoG recommends adoption of 2 elements of G315, AHG4: Unification of picture partitioning schemes. The first recommendation is to move the slice address to the beginning of the slice header. The second recommendation is to make the presence of cabac_init_idc syntax element independent of slice type.  When the slice type is I, then the syntax element value is zero.

In addition to the above recommendations for adoption, the BoG recommends that the ideas in G618, Line buffers problem in HEVC, be considered in CE 12.3 and 8.c (as an additional method to test). G618 proposes a tiles-based solution to reduce a line-buffer problem identified in in-loop filtering processes in the current HEVC design. In addition, Level constraints on the maximum tile width are proposed.
If time permits, it is recommended that G722, Harmonization of entry points for tiles and wavefront processing, be revisited after data becomes available (likely Monday).
Finally, we report that contribution G454, Parallel processing of ALF and SAO for tiles, identified a potential issue in the current HEVC design which allows one slice to reference one APS.  In some cases, it may be advantageous to allow more than one APS to be referenced in a slice (e.g., a picture partitioned into 1 slice and 2 tiles and each tile would ideally reference a different APS).  It was commented that the APS BoG is aware of this issue.  
3 List of BoG related input documents with notes

3.1 tiles related contributions

JCTVC-G183 Test result of low delay tile [K. Kazui, S. Shimada, J. Koyama, A.Nakagawa (Fujitsu)] 

This contribution shows the evaluation result of the low delay tile scheme proposed at the 6th JCT-VC meeting. The proposed scheme introduces an additional mode in which the order of entropy coding is the raster scan order within a picture for the purpose of extending the application area of the tile scheme to low delay video transmission. BD-Rate reduction of the proposed scheme over the current tile scheme in WD4 is -5.8% for "low delay high efficiency" configuration and -4.6% for "low delay low complexity" configuration. BD-Rate reduction of the proposed scheme over the scheme without tile is -5.3% for "low delay high efficiency" configuration and -5.5% for "low delay low complexity" configuration. The software and the simulation results are cross-checked by Sharp (JCTVC-G968).
Proposal adds an additional mode to tiles to allow picture raster scan entropy coding.  

Proposal also requires disabling loop filtering across independent tile boundaries (this is not part of the current WD). 

Comment: source decoding (i.e., MCP, transform, quantization, etc.) and entropy decoding appear to be processed separately.  This represents a significant deviation from current designs where both source coding and entropy coding are in sync.

Comment: There appears to be a need to buffer source coded information for entropy coding.

Comment: technique may cause implementation difficulties. Line-by-line synchronization is needed or very significant buffering would be required.

Comment: low delay gradual refresh is important for some applications

No action.

JCTVC-G968 A Cross-check report for JCTVC-G183 on low delay tile [K. Misra, A. Segall (Sharp)] [late] [missing]
Not available.  

Author was present and reported verbally: Software matches what is in the document.  The simulations matched except for very small BD-rate (it was stated that the likely cause of the difference stems from OS differences)
Related to: JCTVC-G183

JCTVC-G194 AHG4: Non-cross-tiles loop filtering for independent tiles [C.-Y. Tsai, C.-W. Hsu, C.-Y. Chen, C.-M. Fu, Y.-W. Huang, S. Lei (MediaTek), A. Fuldseth (Cisco)] 

In HM-4.0-dev, when independent tiles are used, SAO and ALF processes still can cross tile boundaries, which make tile-independent decoding not possible. In this proposal, non-cross-tiles loop filtering is proposed. Simulation results reported show the non-cross-tiles loop filtering causes 0-0.1% and 0.1% bit rate increases when 2 and 4 tiles are used, respectively, in comparison with cross-tiles loop filtering.
Comment: strong support for this proposal since there is need for processing in-loop filtering in parallel in some applications.

Question: what if one slice per picture and 2 tiles and each tile wants to reference different filter parameters. See G454 for more information on this issue.

Question: Should we always have this flag set (if it is adopted)?

Revisit: when BoG resumes, proponent will present refined syntax.  

Syntax has been refined and presented.

The group recommends adoption of this proposal to the HM.
Related to: G317 and one aspect G507 (proponent of G507 stated in a message to the email reflector that he was in agreement with the method presented in G194 and asked not to present G507 in this BoG)
JCTVC-G802 Cross-check of “AHG4: Non-cross-tiles loop filtering for independent tiles” (JCT-VC-G194) [M. Horowitz, S. Xu (eBrisk)] 

This contribution presents results of a cross-check of "AHG4: Non-cross-tiles loop filtering for independent tiles," proposed by MediaTek in document JCTVC-G194. The experiment associated with the contribution was successfully replicated under conditions identical to the JCT-VC common conditions except that two tiles per picture were used. The BD rate, PSNR, and bit rate values exactly matched those reported by the proponent. The encode and decode times we report are inconsistent due to the fact that different machines were used to generate the results.  The source code was inspected at a reasonably detailed level and it appeared to be consistent with the text description in JCTVC-G194.  In addition, the source code compiled, built, and executed without problem in a Windows environment. Further, while the proponents did not include subjective viewing results, the results of our informal viewing are presented.  Finally, we suggest minor modifications to the proposed syntax. 
Related to: JCTVC-G194

JCTVC-G197 AHG4: Low latency CABAC initialization for dependent tiles [C.-W. Hsu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)] 

Dependent tiles are processed using tile structure scan order and are allowed to use data from neighboring tiles. The CABAC inheritance also follows that order, which prevents low latency processing. In this contribution, low latency CABAC initialization for dependent tiles is proposed, where the CABAC probabilities of the first LCU in each tile are inherited from those of the adjacent left LCU. The proposed method is compared with dependent tiles of HM-4.0-dev. Simulation results reportedly show that the proposed method causes 0-0.2% and 0-0.7% bit rate increases when the number of tile columns is two and four, respectively. The processing latency for non-first column tiles is reduced from almost one picture to at most one LCU row.
Comments: Strong support for this method.  Mitigates some of the issues highlighted in G110.

Question: can this be done with current design using entropy slices.  Answer is no, this proposal does something slightly different. 

Comment: there is agreement that problem needs to be solved. ES may solve the problem, but we do not know how that would compare to this proposal.

Comment: new CABAC initialization tables are being considered in CE 1. The default initialization may be improved which will affect the results (0.2% gain for 2 tables).

Proposal flushes and byte aligns as in dependent tiles

The group recommends to test proposal in the context of the fixed initialization tables from CE 1.  We recommend adopting this proposal.
JCTVC-G961 Cross-check for JCTVC-G197 (AHG4: Low latency CABAC initialization for dependent tiles) [J. Zhao, A. Segall (Sharp)] [late]

Related to: JCTVC-G197

JCTVC-G315 AHG4: Unification of picture partitioning schemes [M. Coban, Y. -K. Wang, M. Karczewicz, Y. Chen, I. S. Chong (Qualcomm)] 
This document proposes a design for unification of entropy slices, tiles and wavefront parallel processing (WPP). In the design, a coded slice NAL unit may contain one coded entropy slice, coded tile, or coded WPP wave (one LCU row within a tile/picture), and a coded slice NAL unit may contain more than one coded tile or coded WPP wave. A coded slice NAL unit may have either a full slice header or a short slice header. In-picture prediction, including pixel value prediction, motion prediction and coding mode prediction, may be either allowed or disallowed for a coded slice NAL unit, controlled by a flag in the slice header, independently of whether it has a short or full slice header.

It is asserted that the design unifies the different picture partitioning schemes in the following senses: 1) a coded slice NAL unit may contain one or more partitions in the same way; 2) controlling of cross-partition dependency by a flag in the slice header in the same way; 3) signaling of partition entry byte offsets, when needed, using an SEI message in the same way; 4) association to the parent slice by slice ID in the same way.

Contribution addresses unification and several other issues as well (e.g., slice starting address buried deeply in slice header).  See slide 5 of presentation for more issues.

Comment: concern about hardware verification given all permutations in current standard ( in favor of harmonization of various methods to reduce permutation number

Comment: the table on slide 4 should be considered for encoder description.

Comment: proposal introduces short slice header for all slices (not just entropy slices as in the current HM design).  The implication is that two new combinations are introduced: Normal slice header for entropy slices and short slice header for regular slices.  Question: what are the use cases for the short slice header on regular slices? Question remains about whether there are practical use cases.

Comment: it is best not to add options for which there are not practical use cases.

Comment: Short slice headers break philosophy that slices do not depend on each other.  We broke that rule for entropy slices, but entropy slices depend on each other, slices do not (in the current HM design).

Question: what’s the use case of a byte aligned slice header? (note: byte alignment means aligning the slice data after the slice header.)  Sending multiple slice headers to different decoding cores. Comment: The problem identified in the use case may be solved in the implementation and does not require normative changes to solve.

Comment: support for moving slice address to beginning of slice.   Recommend for adoption to group
Comment: support for making the presence of the cabac_init_idc syntax element not dependent on slice type.  When slice type is I then syntax element value is zero. Recommend for adoption to group
Comment: It would be preferred to keep slice address signalling flag as it is in the current design (not remove it as the contribution proposes).  Claimed that it is more compression efficient to keep the current design as is.  Keep current design unless proponent can show it has compression advantage. 

Comment: Byte alignment syntax has been included in latest draft.

One implication of the presented design is that the end of a slice must be co-located with an independent tile boundary.

Comment: if you have one slice per picture, you cannot use tiles for parallel processing.

No action except for above-mentioned recommendations.

Related to: G722
JCTVC-G317 AHG4: Dependency and loop filtering control over tile boundaries [Y. -K. Wang, Y. Chen, I. S. Chong, M. Coban, M. Karczewicz (Qualcomm)] 
In this document, it is proposed to enable the control of in-picture prediction between tiles individually for each vertical or horizontal tile boundary. In-picture prediction includes pixel value prediction, motion prediction, coding mode prediction, and entropy coding context prediction. Also it is proposed that loop filtering operations, including deblocking filtering, adaptive loop filtering, and sample adaptive offset, across tile boundaries can be controlled in a similar manner.

The contribution proposes 2 basic ideas: 

1) Separate flags for tile independence and disabling in-loop filtering across tile boundaries

2) Flags to enable/disable tile independence and in-loop filtering across tile boundaries for each horizontal and vertical tile boundary separately.

Comment: same idea was presented but with a different proposed method in JCTVC-F147.

Comment: we are creating more combinations of operating cases.  Use cases should be presented.

Use case: Gradual decoding refresh (shown in contribution document)

Comment: reiterating fact that the added flexibility is a concern.

General support for the idea. We encourage development of an implementation and simulations to ensure there are no unexpected issues.   
Related to: G194
JCTVC-G318 AHG4: Tile groups [Y. -K. Wang, Y. Chen, M. Coban, M. Karczewicz (Qualcomm)] 

This document proposes a tile grouping mechanism, wherein tiles are assigned to different tile groups. Each tile group is identified by a tile group ID value. The decoding order of the tile groups is in the ascending order of the group ID value. Inside each tile group, the tiles are decoded in a raster scan order. Six tile group types are defined, some of which may remind readers of some slice group types in AVC. It is asserted that tile groups may be used for improved parallel processing, improved error resilience and flexible region of interest (ROI) coding. No implementation of tile groups is available. No simulation results have been provided either.

Comment: usage modes that can be achieved in the current design should be considered very carefully.

Comment: seems to be no harm in grouping tiles by syntax

Comment: Perhaps reducing number of group types would be advantageous

Comment: perhaps there should be a limit to the number of tiles per picture (e.g., G110, G661)

Comment: we should make sure there is a real use case before adopting this proposal

No software available

Future work encouraged

JCTVC-G453 New definition for Tile/slice boundary [K. Sugimoto, A. Minezawa, S. Sekiguchi (Mitsubishi)] 

This document proposes to change the definition of tile boundary to support parallel processing of non-LCU aligned regions. It is proposed to define that left-top corner of tile shall be left-top corner of an LCU which is not necessarily be adjacent to another LCU boundary. It is described that by defining as proposed, multiple of non-LCU aligned regions in a picture can be processed in parallel, such as sixteen 1920x1080 regions in SHV format.
Contribution proposes to allow alignment of independent tile boundaries to non-LCU boundaries (current HM design requires tile boundaries to align with LCU boundaries).

Comment: why not design the codec to handle the problem highlighted rather than stitch together smaller decoding engines.

Comment: There is a large demand for 4K encoders and it would be nice to use existing 1080p encoders in tile format.

Comment: concern that this proposal may be “harmful” to current tiles definition.  For example, how do coding dependencies behave when an independent tile splits and LCU?

Comment: second concern about implications to decoder design.

Comment: one might be able to pad size of tiles to solve the problem.

Comment: pixel level tile boundary alignment is likely to require large changes to decoding process specification.

No software available

Comment: may be simpler to add padding functionality at the tile level.

Comment: encourage further study. 

JCTVC-G454 Parallel processing of ALF and SAO for tiles [K. Sugimoto, A. Minezawa, S. Sekiguchi (Mitsubishi)] 

This document proposes a mechanism to support parallel processing of ALF and SAO for tiles using Adaptation Parameter Set. Aps_id for each tile is signaled in PPS so that not only prediction and residual coding process but also ALF and SAO process can be performed in parallel. Syntax and semantics of modified PPS are proposed. 
Proposal: accept different APS_IDs for a single picture.  Assign different APS_IDs for different tiles in a picture.

Comment: since tiles and NAL units are not aligned.  

Comment: problem: how do you assign APD to slices that span tiles.

Comment: Seems like a lot of things for the decoder to keep track of.

Comment: concern that if parameters in PPS added for this proposal change frequently, it may add undesired overhead.

Comment: the proposal identifies a potential problem in the current design (APS BoG is aware of this issue).  Better solutions may exist.

Comment: APS BoG will recommend to the group that different slices in a single picture may reference different APS (specific solutions will not be recommended).

No Action.

JCTVC-G618 Line buffers problem in HEVC [Andrey Norkin, Rickard Sjöberg (Ericsson)] 

The document proposes a solution to reduce the line-buffer problem. It is proposed to introduce level constraints on the maximum tile width. This reportedly decreases the amount of on-chip line memory that is required for in-loop filtering operations. 

Proposal introduces vertical tile boundaries to reduce the amount of data that needs to be buffered for DLF, SAO and ALF processing.  Also, maximum tile width restrictions are proposed for certain levels.

Proposal reduces buffer requirements without introducing special processing at boundaries that can affect visual quality.

Proponents suggest that we work to define tile width limits asap as it may affect other parts of our HEVC design (especially in-loop filters).

Comment: in situations where multiple tiles per picture are required then constraints on maximum tile width (to minimize maximum line buffer size) is a good idea.

Question: Are column tiles only used?  Design allows horizontal tile boundaries, but they may increase buffer requirements.  

Note: Minimum tile height is also proposed

Question: limiting tile width implies multiple tiles may be required in each picture.  Line buffer requirement are reduced are there other benefits.  Parallel decoding only if one could not use tile independence flag. 

Comment: drawback to requiring multiple tiles per picture include loss in RD performance (less loss for dependent tiles).

Concepts discussed are acknowledged to be useful and should be considered in future level profile discussions.

Group recommends that the ideas in this contribution be considered in CE 12.3 and 8.c (as an additional method to test).
3.2 Wavefront parallel processing related contributions

JCTVC-G199 AHG4: Wavefront tile parallel processing [C.-W. Hsu, C.-Y. Tsai, Y.-W. Huang, S. Lei (MediaTek)] 

In this contribution, wavefront tile parallel processing (WTPP) extends the wavefront parallel processing (WPP) concept from LCUs to tiles and harmonizes WPP and tiles. It is reported that WTPP reduces 0.3-0.6% and 0.4-0.5% bit rates in comparison with tiles and WPP, respectively, when two or four parallel threads are used. In addition, the number of causality checks (i.e. thread interactions between threads) of WTPP is smaller than 16%, 22%, and 33% of that of WPP for class A (2560x1600), class B (1920x1080), and class E (1280x720), respectively, which can enhance the performance of multi-core systems.
The proposal describes a method for combining WPP and dependent tiles.  The proposed method is applicable for use with tile columns only (i.e., no horizontal tile boundaries)

It was reported that the number of causality checks is reduced compared with WPP.

It was reported that inter-processor core communication are reduced compared with WPP.

Comment: reservation about combining tiles and WPP.  May be a burden for single core decoder design.  Specifically, overhead for keeping track of the information and processes for running WTPP may be difficult for single core designs.  See JCTVC-G110 for more details on potential challenges. Wavefront parallel processing only or tiles only are probably ok for single core designs.

Comment: It may be possible to profile this technique so that single core systems would not encounter it.

No action
JCTVC-G627 Cross-check of JCTVC-G199, "AHG4: Wavefront tile parallel processing" [A. Fuldseth (Cisco)] [late] 

This contribution presents results of cross-check of "AHG4: Wavefront tile parallel processing" proposed by MediaTek in document JCTVC-G199.
Related to: JCTVC-G199
JCTVC-G722 Harmonization of entry points for tiles and wavefront processing [A. Segall, K. Misra (Sharp)] [late]

The contribution proposes harmonization of the entry point signaling for Tiles and Wavefront Parallel Processing.  Both techniques were adopted in the Torino meeting, and as part of the adoption included methods for indicating entry points in the bit-stream to enable parallel processing.  
The group agreed to review this late contribution.

Comment: The information discussed in the contribution is not necessary for the decoding process.  Response: there are special conditions to consider:  1) for WPP the decoder needs to know where the substreams are in the bitstreams.  If bitstream causality were guaranteed, then the previous point is not relevant.  2) Providing entry points would allow a single core decoder to decode in raster scan order.

Comment:  we might consider putting entry point information in an SEI message. 

Comment: there is concern that an encoder might not include the SEI.

Comment: support for the harmonization that is proposed (pending results of simulations)

Software is running – so no results available.

Recommendation: to revisit after data is available (if time is available). 

Related to: G315
JCTVC-G815 Category-prefixed data batching for HEVC wavefront and PIPE/V2V/V2F coding [G. J. Sullivan (Microsoft)] 
This contribution proposes a modification of the formatting of entropy-coded bitstream data for HEVC for use with wavefront decoding. The same concept could also apply to PIPE/V2V/V2F entropy coding or other such schemes that include the need to convey different categories of data. In the current HEVC draft design for wavefront (JCTVC-F274 / JCTVC-F275), an index table is used in the slice header to identify the location of the starting point of the data for each wavefront entry point. The use of these indexes increases the delay and memory capacity requirements at the encoder (to batch up all of the data before output of the index table and the subsequent sub-streams) and at the decoder (to batch up input data in some sub-stream category while waiting for the data to arrive in some other category).
This contribution proposes, rather than using the current index table approach, for the different categories of data to be chopped up into batches, and for each batch to be prefixed with a batch type identifier and a batch length value. The different categories of data can then be interleaved with each other in relatively-small batches instead of being buffered up for serial storage into the bitstream data. Since the encoder can emit these batches of data as they are generated, and parallelized decoders can potentially consume them as they arrive, the delay and buffering requirements are asserted to be reduced.

Comment:  increases chance that decoder will receive data in needs in decodable order.

Comment: it appears to be possible for any intermediate step to reorder to match expected optimal order for the decoder.

Comment: Low delay aspect is very import for interactive video applications.

Question: how does one specify the data quantity indicator (DQI)?  

One suggestion: let the encoder decide – but what about evil encoders.  

Comment: perhaps there should be profile/level limits.  

Further work is encouraged.
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