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Abstract

This contribution presents a summary of the cross-checks performed by the Institute for Infocomm Research on HHI’s proposed tools for entropy coding. The cross-check performance results reportedly match those provided by HHI. The implemented algorithm is also reportedly in line with HHI’s proposal.
1 Introduction 

In JCTVC-F268, HHI has proposed a combination of tools to replace some of the entropy coding design elements in HM [1]. These elements include probability interval partitioning entropy (PIPE) coding with variable-to-variable (V2V) length codes, 8-bit initialization of probability models (8-bit Init), low-complexity (LC) probability modeling, low-delay buffer control for PIPE (Low Delay), and joint coding of sequences of bins (Multi-Bin). Furthermore, when V2V is used, table-based counting of bits (TBC) is also used for RDO. TBC can also be applied when CABAC is used.

In the PIPE design proposed in JCTVC-F268, each of the 64 CABAC states is mapped onto one of 8 V2V entropy coders. Of these, 1 is the equi-probability code (EP), 2 are bin-pipe coders (BP3 and BP2), 1 is a three-bin coder (TB), and 4 are unary-to-rice coders (UR2, UR3, UR4 and UR5).  In this report, 0 shall be taken to mean ‘MPS’, while 1 shall be taken to mean ‘LPS’.

The EP code is simply an uncoded entropy coder, similar to the bypass mode in CABAC, with the following code tables.
	V2V Codeword
	Bins

	0
	0

	1
	1


The BP3 code has the following codewords.

	V2V Codeword
	Bins

	000
	11

	001
	001

	01
	01

	10
	10

	11
	000


The BP2 code has the following codewords.

	V2V Codeword
	Bins

	00
	1

	01
	01

	1
	00


The TB code has the following codewords.
	V2V Codeword
	Bins

	0
	000

	100
	001

	101
	010

	110
	100

	11100
	110

	11101
	101

	11110
	011

	11111
	111


The URn code (e.g., UR2, UR3, UR4, UR5) has the following codewords. (‘+’ denotes concatenation, while ‘x’ denotes repetition)
	V2V Codeword
	Bins

	0+u(n)
	[0]xu(n) + 1

	1
	[0]x2n


The following assignment of CABAC states to V2V code is as follows:

	CABAC state range
	0-2
	3-9
	10-14
	15-21
	22-31
	32-45
	46-61
	62

	V2V Code
	EP
	BP3
	BP2
	TB
	UR2
	UR3
	UR4
	UR5


It appears that there is no change in binarization and context modeling when only PIPE/V2V is enabled without LC modeling. Also, the CABAC state changes remain as before. There are some changes in the probability model representation to facilitate the use of PIPE/V2V. Internally, the representation of the CABAC state is:
	Bit
	7
	6
	5
	4
	3
	2
	1
	0

	Use
	MPS
	PIPE_ID
	Internal State


When 8-bit probability initialization is used, a single byte is used to describe each initial probability. The most significant 4 bits signals the slope to use (given by a look-up table) in computing the initial probability based on the slice QP value, while the least significant 4 bits denote the initial probability and MPS value at QP=26. The internal state of the PIPE_ID is also initialized in the same process.
When LC modeling is turned on, the entropy coder has the following properties:

· No probability model update is done

· Use of neighboring information for contexts derivation is turned off for split_flag, qt_root_cbf, skip_flag

· Coefficient coding is modified, such that each syntax element type, i.e., coeff_abs_level_greater1_flag, coeff_abs_level_greater2_flag, coeff_abs_level_minus3 and coeff_sign_flag is decoded before going on to the next (instead of being decoded in groups of 16 in HM4). The same context is also shared by each syntax element type (instead of possibly being adapted from coefficient to coefficient)
Table-based counting is an encoder tool to facilitate the estimation of bits used for RDO, by using a look-up table to estimate the number of bits needed to code a syntax element given the current probability state.

In the operation of PIPE/V2V without low-delay buffer control being turned on, the following codeword interleaving process is used. During encoding, when a PIPE encoder is asked to encode a bin when its input buffer is empty, the PIPE code would “reserve” a spot in the bitstream queue. Subsequently, when a PIPE code is asked to encode a bin that completes a V2V codeword, that codeword and codeword length will be inserted into the bitstream queue. Each time a V2V codeword is completed, the encoder would attempt to write out as many completed codewords as possible from the front of the bitstream queue. During decoding, when a PIPE decoder is asked to decode a bin when its bin buffer is empty, it would decode a V2V codeword from the front of the bitstream, store the decoded bins in its bin buffer, and return the first decoded bin. Subsequently, the PIPE decoder would return bins from its bin buffer until it is empty before repeating the process.
2 Simulation Results
We have verified the results provided by HHI for Tests 1, 2, 4 and 6. The test settings are summarized in the table below:

	Test
	Entropy Coder
	Probability Model
	Probability Initialization
	RDO Bit Counting
	Config Tested

	Test 1
	BAC
	LC
	8-bit Init
	HM4
	LC

	Test 2
	PIPE/V2V
	LC
	8-bit Init
	TBC
	LC

	Test 4
	PIPE/V2V
	HM4
	8-bit Init
	TBC
	HE,LC

	Test 6
	BAC
	HM4
	8-bit Init
	HM4
	HE,LC

	Test 17
	BAC
	HM4
	HM4
	TBC
	HE,LC


Note that when PIPE/V2V is used with LC probability model, the multi-bin tool is also turned on.
The test conditions as specified in CE1 Subtest C [2] are followed. Tests were conducted on Intra, Random Access and Low Delay configurations [3]. The testing of high-efficiency settings and low-complexity settings depends on the test case.
The table below summarizes the overall average results for HE cases.
	Test
	AI-HE
	RA-HE
	LB-HE

	
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)

	4
	0.3
	-0.8
	-0.9
	101
	100
	0.1
	-0.6
	-0.8
	102
	100
	0.0
	-0.5
	-0.8
	101
	98

	6
	0.0
	-0.3
	-0.4
	100
	97
	-0.3
	-0.1
	-0.3
	100
	98
	-0.5
	0.1
	0.0
	100
	98

	17
	0.0
	0.0
	0.0
	97
	99
	0.0
	0.0
	-0.1
	100
	97
	0.0
	-0.1
	0.0
	101
	97


The table below summarizes the overall average results for LC cases.
	Test
	AI-LC
	RA-LC
	LB-LC

	
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)
	Y (%)
	U (%)
	V (%)
	Enc (%)
	Dec (%)

	1
	0.1
	5.1
	5.2
	106
	99
	-0.5
	10.1
	9.6
	103
	95
	-1.0
	11.2
	11.5
	103
	93

	2
	0.2
	4.6
	4.7
	108
	101
	-0.5
	9.0
	8.9
	105
	97
	-1.0
	9.4
	10.2
	106
	95

	4
	-5.1
	1.1
	1.3
	111
	106
	-6.4
	3.6
	3.9
	105
	98
	-6.1
	5.6
	7.2
	109
	99

	6
	-5.4
	1.5
	1.7
	108
	102
	-6.7
	4.0
	4.5
	104
	97
	-6.5
	6.4
	8.6
	104
	95

	17
	-5.4
	1.8
	2.1
	100
	102
	-6.5
	4.1
	4.6
	102
	98
	-6.2
	6.2
	8.3
	102
	96


The results for each of these cases are shown in the sub-sections below.
2.1 Test 1
	
	All Intra LC

	
	Y
	U
	V

	Class A
	1.3%
	5.6%
	5.2%

	Class B
	0.3%
	4.9%
	4.7%

	Class C
	-0.3%
	4.9%
	5.2%

	Class D
	0.0%
	4.4%
	4.8%

	Class E
	-1.0%
	6.3%
	6.8%

	Overall
	0.1%
	5.1%
	5.2%

	 
	0.1%
	5.3%
	5.4%

	Enc Time[%]
	106%

	Dec Time[%]
	99%

	
	
	
	

	
	Random Access LC

	
	Y
	U
	V

	Class A
	-1.1%
	12.8%
	10.6%

	Class B
	-0.6%
	10.1%
	9.5%

	Class C
	-0.5%
	8.5%
	8.9%

	Class D
	0.3%
	9.0%
	9.2%

	Class E
	 
	
	 

	Overall
	-0.5%
	10.1%
	9.6%

	 
	-0.2%
	10.2%
	9.6%

	Enc Time[%]
	103%

	Dec Time[%]
	95%

	
	
	
	

	
	Low delay B LC

	
	Y
	U
	V

	Class A
	 
	 
	 

	Class B
	-1.3%
	12.1%
	13.2%

	Class C
	-1.6%
	10.6%
	10.7%

	Class D
	-0.5%
	13.3%
	13.4%

	Class E
	-0.7%
	7.9%
	7.1%

	Overall
	-1.0%
	11.2%
	11.5%

	 
	-1.0%
	11.2%
	11.6%

	Enc Time[%]
	103%

	Dec Time[%]
	93%


2.2 Test 2
	
	All Intra LC

	
	Y
	U
	V

	Class A
	1.1%
	4.8%
	4.6%

	Class B
	0.3%
	4.3%
	4.2%

	Class C
	-0.1%
	4.4%
	4.7%

	Class D
	0.1%
	4.0%
	4.3%

	Class E
	-0.9%
	5.9%
	6.4%

	Overall
	0.2%
	4.6%
	4.7%

	 
	0.2%
	4.7%
	4.8%

	Enc Time[%]
	108%

	Dec Time[%]
	101%

	
	
	
	

	
	Random Access LC

	
	Y
	U
	V

	Class A
	-1.3%
	11.8%
	10.6%

	Class B
	-0.8%
	8.7%
	8.4%

	Class C
	-0.5%
	7.6%
	8.2%

	Class D
	0.3%
	8.2%
	8.6%

	Class E
	 
	
	 

	Overall
	-0.5%
	9.0%
	8.9%

	 
	-0.3%
	9.0%
	8.8%

	Enc Time[%]
	105%

	Dec Time[%]
	97%

	
	
	
	

	
	Low delay B LC

	
	Y
	U
	V

	Class A
	 
	 
	 

	Class B
	-1.2%
	10.1%
	11.5%

	Class C
	-1.4%
	9.1%
	9.6%

	Class D
	-0.4%
	11.2%
	11.8%

	Class E
	-0.7%
	6.0%
	6.6%

	Overall
	-1.0%
	9.4%
	10.2%

	 
	-1.0%
	9.3%
	10.2%

	Enc Time[%]
	106%

	Dec Time[%]
	95%


2.3 Test 4
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.3%
	-0.5%
	-0.5%
	-5.3%
	1.1%
	1.4%

	Class B
	0.4%
	-0.5%
	-0.6%
	-5.5%
	0.3%
	1.1%

	Class C
	0.3%
	-0.6%
	-0.8%
	-4.3%
	0.0%
	0.0%

	Class D
	0.3%
	-1.4%
	-1.6%
	-3.6%
	-0.1%
	-0.3%

	Class E
	0.3%
	-1.2%
	-1.0%
	-7.0%
	5.5%
	5.2%

	Overall
	0.3%
	-0.8%
	-0.9%
	-5.1%
	1.1%
	1.3%

	 
	0.3%
	-0.8%
	-0.9%
	-5.0%
	1.1%
	1.3%

	Enc Time[%]
	101%
	111%

	Dec Time[%]
	100%
	106%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.2%
	-0.4%
	-0.4%
	-8.1%
	7.3%
	6.2%

	Class B
	0.1%
	-0.5%
	-0.7%
	-7.3%
	2.8%
	4.0%

	Class C
	0.0%
	-0.5%
	-0.7%
	-5.3%
	1.4%
	2.0%

	Class D
	-0.1%
	-0.9%
	-1.4%
	-4.7%
	2.9%
	3.3%

	Class E
	 
	
	 
	 
	
	 

	Overall
	0.1%
	-0.6%
	-0.8%
	-6.4%
	3.6%
	3.9%

	 
	0.1%
	-0.6%
	-0.8%
	-6.4%
	3.4%
	3.8%

	Enc Time[%]
	102%
	105%

	Dec Time[%]
	100%
	98%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	0.3%
	-0.8%
	-1.3%
	-7.1%
	5.0%
	8.6%

	Class C
	0.1%
	-0.3%
	-0.5%
	-5.2%
	3.6%
	4.3%

	Class D
	-0.2%
	-0.3%
	-0.9%
	-4.9%
	8.6%
	8.2%

	Class E
	-0.3%
	-0.7%
	-0.5%
	-7.3%
	5.3%
	7.5%

	Overall
	0.0%
	-0.5%
	-0.8%
	-6.1%
	5.6%
	7.2%

	 
	0.0%
	-0.5%
	-0.8%
	-6.1%
	5.6%
	7.2%

	Enc Time[%]
	101%
	109%

	Dec Time[%]
	98%
	99%


2.4 Test 6
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	-5.6%
	1.4%
	1.8%

	Class B
	0.0%
	0.0%
	-0.1%
	-5.8%
	0.7%
	1.6%

	Class C
	0.0%
	-0.3%
	-0.5%
	-4.6%
	0.3%
	0.3%

	Class D
	0.0%
	-1.2%
	-1.4%
	-3.9%
	0.1%
	0.0%

	Class E
	-0.1%
	-0.2%
	0.0%
	-7.4%
	6.4%
	6.1%

	Overall
	0.0%
	-0.3%
	-0.4%
	-5.4%
	1.5%
	1.7%

	 
	0.0%
	-0.3%
	-0.4%
	-5.4%
	1.5%
	1.7%

	Enc Time[%]
	100%
	108%

	Dec Time[%]
	97%
	102%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	-0.1%
	0.1%
	-0.2%
	-8.4%
	7.8%
	7.3%

	Class B
	-0.2%
	0.2%
	0.0%
	-7.6%
	3.4%
	4.7%

	Class C
	-0.3%
	-0.2%
	-0.2%
	-5.7%
	1.8%
	2.4%

	Class D
	-0.4%
	-0.6%
	-1.0%
	-5.0%
	3.2%
	3.3%

	Class E
	 
	
	 
	 
	
	 

	Overall
	-0.3%
	-0.1%
	-0.3%
	-6.7%
	4.0%
	4.5%

	 
	-0.3%
	-0.1%
	-0.3%
	-6.7%
	3.9%
	4.3%

	Enc Time[%]
	100%
	104%

	Dec Time[%]
	98%
	97%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	-0.2%
	0.1%
	-0.2%
	-7.5%
	5.9%
	10.2%

	Class C
	-0.3%
	0.2%
	-0.2%
	-5.7%
	4.2%
	5.0%

	Class D
	-0.6%
	0.3%
	0.3%
	-5.3%
	8.8%
	9.5%

	Class E
	-0.9%
	-0.3%
	-0.1%
	-7.7%
	7.0%
	9.3%

	Overall
	-0.5%
	0.1%
	0.0%
	-6.5%
	6.4%
	8.6%

	 
	-0.5%
	0.1%
	-0.1%
	-6.5%
	6.3%
	8.4%

	Enc Time[%]
	100%
	104%

	Dec Time[%]
	98%
	95%


2.5 Test 17

	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	0.0%
	-5.6%
	1.5%
	1.8%

	Class B
	0.0%
	0.0%
	0.0%
	-5.8%
	0.8%
	1.7%

	Class C
	0.0%
	0.0%
	0.0%
	-4.6%
	0.6%
	0.8%

	Class D
	0.0%
	0.0%
	0.0%
	-3.9%
	1.1%
	1.1%

	Class E
	0.0%
	0.0%
	0.0%
	-7.4%
	6.5%
	6.3%

	Overall
	0.0%
	0.0%
	0.0%
	-5.4%
	1.8%
	2.1%

	 
	0.0%
	0.0%
	0.0%
	-5.4%
	1.8%
	2.1%

	Enc Time[%]
	97%
	100%

	Dec Time[%]
	99%
	102%

	
	
	
	
	
	
	

	
	Random Access HE
	Random Access LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0%
	0.0%
	-0.2%
	-8.2%
	7.8%
	6.9%

	Class B
	0.0%
	0.0%
	0.0%
	-7.4%
	3.3%
	4.8%

	Class C
	0.0%
	0.0%
	0.1%
	-5.4%
	1.8%
	2.6%

	Class D
	0.1%
	-0.1%
	-0.1%
	-4.6%
	3.6%
	3.9%

	Class E
	 
	
	 
	 
	
	 

	Overall
	0.0%
	0.0%
	-0.1%
	-6.5%
	4.1%
	4.6%

	 
	0.0%
	-0.1%
	-0.1%
	-6.4%
	4.0%
	4.5%

	Enc Time[%]
	100%
	102%

	Dec Time[%]
	97%
	98%

	
	
	
	
	
	
	

	
	Low delay B HE
	Low delay B LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	0.0%
	0.0%
	-0.3%
	-7.3%
	5.9%
	10.1%

	Class C
	0.0%
	0.0%
	-0.2%
	-5.4%
	4.3%
	5.0%

	Class D
	0.0%
	-0.2%
	-0.1%
	-4.7%
	8.7%
	8.9%

	Class E
	0.0%
	0.0%
	0.8%
	-7.1%
	5.9%
	9.3%

	Overall
	0.0%
	-0.1%
	0.0%
	-6.2%
	6.2%
	8.3%

	 
	0.0%
	-0.1%
	0.0%
	-6.1%
	6.1%
	8.2%

	Enc Time[%]
	101%
	102%

	Dec Time[%]
	97%
	96%


3 Conclusions

We have cross-checked a subset of the test cases in CE1 Subtest C, studied the algorithm, and verified the coding simulation results.
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