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Abstract

This document is a crosscheck report of CE4-subtest3.3.2 specified in JCTVC-E704, quantization with adaptive reconstruction levels (JCTVC-F276). It is reported that the proposed adaptive de-quantization offset algorithm brings about 0.3%, 1.0%, 0.7%, and 1.3% for RA_HE, RA_LC, LD_HE, and LD_LC respectively, and that these measurements match the results reported by the proponent.
1 Introduction

This document reports crosscheck result of CE 4.3 [1], quantization with adaptive reconstruction levels, JCTVC-F276 [2]. The executable file was compiled by Microsoft Visual Studio 2010, 64 bit. The tests were run with the following running environment.
	Platform
	CPU
	Memory
	Compiler

	Windows Server 2008 R2 64 bit
	2xIntel Xeon L5420@2.5Ghz
	16GB
	VS2010


2 Result

One test when RDOQ was on was performed. The anchor is HM-3.0 default anchor.

Our results match with those from the RIM [2]. The summary result is as follows, 

Table 1 Summary result (Y BD-rate)

	
	RA_HE
	RA_LC
	LD_HE
	LD_LC


	Class A
	0.6 
	-1.1 
	
	

	Class B
	-0.5 
	-0.8 
	-0.7 
	-1.4 

	Class C
	-0.8 
	-1.2 
	-1.1 
	-1.7 

	Class D
	-0.4 
	-0.8 
	-0.7 
	-1.4 

	Class E
	　
	　
	0.0 
	-0.5 

	All
	-0.3 
	-1.0 
	-0.7 
	-1.3 

	Enc Time
	100%
	102%
	100%
	101%

	Dec Time
	101%
	102%
	102%
	102%


3 Bit allocation issue
The quality between anchor and the proposed ALR in different types of frame does not change much. It is similar as reported by the proponent [2].
4 Code Study
The current implementation introduces many tables, e.g., an integer array of 4 x (4096 x 2 + 1) ≈ 32K was introduced at the decoder side.

Our understanding of the proposed method is described as follows. Figure 1 illustrates the distribution of the transform coefficient. The coefficient in the range of (a, b) are quantized to level i. Support the quantization step is Q, the reconstructed coefficient will be iQ. But the mean value of the coefficients in the range of (a, b) may not be iQ, it may be m. So there is difference between iQ and m. The offset = m – iQ. And the offset is sent to the decoder and compensated to each reconstructed iQ. If the offset is estimated well, it is helpful to decrease the distortion introduced by quantization and improve the performance. The offset is calculated in the previous frames and used in the current coding frame. Thus, no multi-pass coding is introduced.
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Figure 1 Algorithm description
The aim is to let the reconstruction value of the coefficients quantized to level i equal to the mean value of the coefficients before quantization. From another point of view, if the offset can be estimated well, can we adjust the range of coefficients quantized to i? As shown in Figure 2, if the offset was estimated perfectly from the previous frame, can we quantize the coefficients in the range of (a’, b’) instead of (a, b) to i to let the mean value of these coefficients equal to iQ? If so the offset = m – iQ will be 0, so no changes at the decoder side are needed.
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Figure 2 Another point of view
So according to the discussion above, we wonder whether the proposed ARL can be done by encoder only actions.
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