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Abstract

Chroma predicted by reconstructed luma signal with Linear Model (named as LM mode) is used as one chroma intra prediction method in HEVC test model. In this contribution, three improvements were done to reduce the complexity of LM mode. 

1 Use one line of above neighboring luma reference pixels to calculate linear model parameter
2 Remove 1 bit right shift operation when downsampling luma signal to match size of chroma signal
3 Remove clip operation upon final prediction signal
Item 1 (Using one line of above neighboring pixels) shows 0.0%, 0.4%, 0.3% BD-rate loss, respectively in Y, Cb and Cr components while it reduces the above reference pixels from 2 to 1 line. Item 2 (Removing one bit right shift) shows 0.0%, -0.4%, -0.3% BD-rate gain in HE AI and no performance change in LC AI. Item 3 (clip operation removal) does not cause any performance change. One bug of table access was also fixed with 0.0%, -0.1%, -0.1% bit rate gain. The whole package shows 0.0%, 0.0%, -0.1% BD-rate loss at HE AI, 0.0%, 0.3%, 0.2% BD-rate loss at LC AI.
1 Introduction
In current Test Model (HM) of High Efficiency Video Coding (HEVC) standard, 6 modes are used in chroma intra prediction: Vertical, Horizontal, DC, Planar, LM (chroma predicted by reconstructed luma signal with Linear Model) and mode derived (named as DM mode in this document) from luma intra direction. This contribution focusing on optimized design of LM mode. 
2 LM prediction
When LM mode is used, the chroma values are predicted from reconstructed luma values of same block as follows [1]. 


[image: image1.wmf])

]

,

[

'

(

]

,

[

b

a

+

×

=

y

x

rec

clip

y

x

pred

C

  
                  
(1),

where 
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Pred

indicates the prediction of chroma samples in a block and 
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Rec

indicates the reconstructed luma samples in the block. Parameters 
[image: image4.wmf]a

 and 
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are derived from causal reconstructed samples around the current block. 

The sampling ratio of chroma components is half of that of luma component and has 0.5 pixel phase difference in vertical direction in YUV420 sampling. Reconstructed luma is downsampled in vertical direction and subsample in horizontal direction to match size and phase of chroma signal, as follows.
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The proposed method utilizes linear least square solution between causal reconstructed data of downsampled luma component and causal chroma component to derive model parameters 
[image: image7.wmf]a

 and 
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            (3),
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where
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and 
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indicate reconstructed chroma samples and downsampled luma samples around the target block, 
[image: image13.wmf]I

indicates total samples number of neighboring data. As shown in fig.1, only left and above causal samples marked as gray circles are involved in the calculation to keep total samples number 
[image: image14.wmf]I

as power of 2. 
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Fig. 1 Locations of the samples used for the derivation of α and β
3 Proposed method
3.1 Implementation simplification
In this contribution, we try to remove the unnecessary operations during calculation of prediction signal. According to experimental results, clip operation in equation (1) and right shifting operation in equation (2) can be safely eliminated without performance difference.
Another trying of this contribution is to simplify the reference pixel fetching for linear model parameter calculation. As shown in Fig.1, the second reference line of left border and two reference lines of above border of luma block are used to calculate linear model parameters 
[image: image16.wmf]a

 and 
[image: image17.wmf]b

. We propose to use only the first reference line align the line buffer size and fetching complexity with other intra mode. The second reference line of left border is still used since its access operation is rather simple.
[image: image18.png]Rec'”:

Chroma

b
o

Rece

2N



 Fig. 2 Locations of the samples used for the derivation of α and β in proposed method
3.2 Bugfix in HM3.0

As mentioned in specification, there is a bug in current HM3.1 software for LM mode. The value of a2s is added by 1 when used as index for table access. The “+1” in following equation should be removed in both software and specification [2].

a2s = abs( a2 >> Max(0, log2( abs( a2 ) ) – 5 ) )+1                          (4)

4 Experimental results
The proposed method is integrated in HM3.1 software and compared with it as anchor. The experiments were performed with the common test configuration described in JCTVC-E700 [3]. 

Table 1 shows results from bugfix described in 3.2.
Table 1: Bugfix in HM3.0 LM
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0
	-0.3
	-0.3
	0.0
	-0.4
	-0.3

	Class B
	0.0
	-0.1
	-0.1
	0.0
	-0.1
	0.0

	Class C
	0.0
	-0.1
	-0.1
	0.0
	-0.1
	-0.2

	Class D
	0.0
	-0.1
	0.0
	0.0
	0.0
	0.0

	Class E
	0.0
	-0.1
	0.0
	0.0
	0.0
	0.0

	Overall
	0.0
	-0.1
	-0.1
	0.0
	-0.1
	-0.1

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	99%


Table 2 shows results by removing 1 bit right shift operation when downsampling luma signal to match size of chroma signal.
Table 2: Simplification by removal one shift
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0
	-1.6
	-1.9
	0.0
	-0.1
	-0.1

	Class B
	0.0
	0.0
	0.1
	0.0
	0.0
	0.0

	Class C
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class D
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class E
	0.0
	-0.1
	0.1
	0.0
	0.0
	0.0

	Overall
	0.0
	-0.3
	-0.4
	0.0
	0.0
	0.0

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	99%


Table 3 shows results by removing clip operation upon final prediction signal.
Table 3: Simplification by removal clip
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class B
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class C
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class D
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Class E
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Overall
	0.0
	0.0
	0.0
	0.0
	0.0
	0.0

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	99%


Table 4 shows results by using one above neighboring luma reference pixels to calculate linear model parameter.
Table 4: Simplification by changing from 2 to 1 reference line
	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0
	1.1
	0.5
	0.0
	1.2
	0.6

	Class B
	0.0
	0.3
	0.2
	0.0
	0.2
	0.1

	Class C
	0.1
	0.4
	0.5
	0.1
	0.4
	0.4

	Class D
	0.0
	0.2
	0.2
	0.0
	0.2
	0.1

	Class E
	0.0
	0.0
	0.1
	0.0
	0.1
	0.1

	Overall
	0.0
	0.4
	0.3
	0.0
	0.4
	0.3

	Enc Time[%]
	99%
	99%

	Dec Time[%]
	99%
	99%


With all modification proposed in this proposal, Table 5 shows the results.
Table 5: Proposed modifications

	
	All Intra HE
	All Intra LC

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0
	-0.7
	-1.3
	0.0
	0.8
	0.4

	Class B
	0.0
	0.2
	0.2
	0.0
	0.2
	0.1

	Class C
	0.1
	0.3
	0.3
	0.1
	0.2
	0.3

	Class D
	0.0
	0.1
	0.1
	0.0
	0.1
	0.1

	Class E
	0.0
	-0.1
	0.2
	0.0
	0.1
	0.1

	Overall
	0.0
	0.0
	-0.1
	0.0
	0.3
	0.2

	Enc Time[%]
	99%
	98%

	Dec Time[%]
	99%
	98%


5 Conclusion

With the lower number of operations and the reduced number of reference lines, almost no performance loss is observed. Therefore, it is proposed to be adopted into HM.
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Appendix: text for working draft change (highlight)
8.3.3.1.6 Specification of Intra_FromLuma prediction mode
Inputs to this process are:

–
a sample location ( xB, yB ) specifying the top-left sample of the current block relative to the top‑left sample of the current picture,

–
neighbouring chroma samples pC[ x, y ], with x, y = -1..nS-1,
–
a variable nS specifying the prediction size.

Output of this process is:

–
predicted samples predSamples[ x, y ], with x, y =0..nS-1.

This intra prediction mode is invoked when intraPredMode is equal to 35.

The values of the prediction samples predSamples[ x, y ], with x, y = 0..nS-1, are derived as the following ordered steps:

1. Variable k3 and the sample array pY’ are derived as:

k3 = Max( 0, BitDepthC + log2( nS ) – 13 )

(8‑30)
pY’[ x, y ] = recSamplesL[ 2x, 2y+1 ] , with x = 0… nS-1, y = -1
(8‑30)
pY’[ x, y ] = recSamplesL[ 2x, 2y ] + recSamplesL[ 2x, 2y+1 ], with x = -1… nS-1, y = 0… nS-1
(8‑30)
2. Variables L, C, LL, LC and k2 are derived as follows:

L = 
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(8‑30)
C = 
[image: image20.wmf]3
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(8‑30)
LL = 
[image: image21.wmf]3
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(8‑30)
LC = 
[image: image22.wmf]3
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(8‑30)
k2 = log2( (2*nS) >> k3 )

(8‑30)
3. Variables a and b are derived as:

a1 
= ( LC << k2 ) – L*C

(8‑30)
a2 
= ( LL << k2 ) – L*L

(8‑30)
k 
= Max( 0, log2( abs( a2 ) ) – 5 ) – Max( 0, log2( abs( a1 ) ) – 14 ) + 2
(8‑30)
a1s
= a1 >> Max(0, log2( abs( a1 ) ) – 14 )

(8‑30)
a2s
= abs( a2 >> Max(0, log2( abs( a2 ) ) – 5 ) ) + 1(removal)
(8‑30)

a
= a2s < 1 ? 0 : Clip3( -215, 215-1, a1s*lmDiv + ( 1 << ( k1 – 1 ) ) >> k1 )
(8‑30)
b
= ( L – ( ( a*C ) >> k1 ) + ( 1 << ( k2 – 1 ) ) ) >> k2
(8‑30)
where lmDiv is specified in Table 8‑10 with the input a2s.

4. The values of the prediction samples predSamples[ x, y ] are derived as:
predSamples[ x, y ] = Clip1C(removal) ( ( ( pY’[ x, y ] * a ) >> 13 ) + b ), with x, y = 0..nS-1
(8‑30)
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