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Abstract
 This contribution proposes addition of 64x64 transform to HM 3.0. 64x64 transform improves coding efficiency of higher resolution images and provides an average gain around 0.5% for sequences of Class A and B (peak is 2.6%). The results of encoding and decoding time are up to 3% increase compared with HM 3.0.
1 Introduction
 In TMuC software, transform size up to 64x64 was proposed and a performance verification on large block size transform was reported [1]. In the Dresden meeting, 64x64 transform was removed because of the balance between coding efficiency and hardware cost. In current HM software, transform size up to 32x32 is implemented and 64x64 transform is not implemented. However, TMuC was developed into HM. The complexity has been reduced significantly and the coding efficiency has been improved much. Moreover two Class A sequences cropped highest resolution sequences, 8Kx4K, were added to test sequences. Therefore, to verify coding efficiency and complexity of latest software, we added 64x64 transform to HM 3.0.
2 Test conditions
2.1 basis

 The new transform which was proposed by Cisco and TI[2] is adopted since HM 3.0. By using accuracy improvement method[3], we designed new 64x64 transform basis based on HM 3.0. The word "accuracy" means orthogonality and isometry of basis vectors. The 64x64 transform basis is attached as a text file to this contribution.
 We tested in two conditions: Simulation A and B, and their bases are different as described below. Accuracy improved 16x16 and 32x32 transform bases are described in another contribution[3].
	
	4x4
	8x8
	16x16
	32x32
	64x64

	Simulation A
	O
	O
	O
	O
	*

	Simulation B
	O
	O
	*
	*
	*


O: HM 3.0 original basis[2], *: Accuracy improved basis[3]
2.2 transform calculation
 To calculate 64x64 transform and inverse transform, we used "partial butterfly"[1] in the same way as HM3.0's 4x4 to 32x32 transform and inverse transform.
2.3 TU structure
 In current HM, maximum size of LCU is 64x64 and maximum size of TU is 32x32. Then if a size of LCU is 64x64, it would be separated into more than 4 TUs. In contrast, by using proposed method, we can treat an area of 64x64 LCU as an area of 64x64 TU. 

 In each simulations, "QuadtreeTULog2MaxSize" is configured in 6 for 64x64 transform and both "QuadtreeTUMaxDepthInter" and "QuadtreeTUMaxDepthIntra" are configured in 3 (current setting).

2.4 other conditions
 Other conditions are configured in common test conditions [4].
3 Results

3.1 Simulation A
 Table 1 shows BD-rate results for Simulation A using HM 3.0 as the anchor for common test conditions[4]. 64x64 transform improves coding efficiency of higher resolution images. Although 64x64 transform applied only to luma, BD-rate results of chroma have also improved. The results of encoding and decoding time are up to 2% increase compared with HM 3.0.
 Table 2 shows BD-rate Y results by sequences of Class A and B for Simulation A. 64x64 transform provides an average gain around 0.5% for sequences of Class A and B (peak is 2.6%).
Table 1: BD-rate results for simulation A (Accuracy improved 64x64 transform basis)
[image: image1.emf]Y U V Y U V

Class A -0.8 -3.8 -4.5 -0.2 -0.8 -0.8

Class B -0.4 -0.9 -1.0 -0.6 0.2 0.3

Class C 0.0 0.0 0.0 0.0 0.1 0.0

Class D 0.0 0.2 0.1 0.0 0.0 0.0

Class E -0.3 -2.1 -1.6 -0.2 -0.6 -0.6

Overall -0.3 -1.3 -1.4 -0.2 -0.2 -0.2

Enc Time[%]

Dec Time[%]

101% 100%



All Intra HE All Intra LC

100% 101%


[image: image2.emf]Y U V Y U V

Class A -0.8 -3.0 -3.6 -0.6 -0.5 -0.8

Class B -0.2 -1.1 -1.1 -0.5 0.1 0.2

Class C 0.0 0.0 -0.2 -0.2 0.1 -0.2

Class D 0.1 -0.1 -0.1 0.0 -0.2 -0.1

Class E

Overall -0.2 -1.1 -1.2 -0.3 -0.1 -0.2

Enc Time[%]

Dec Time[%] 100% 101%

102% 102%

Random Access HE Random Access LC


[image: image3.emf]Y U V Y U V

Class A

Class B -0.2 -1.2 -2.4 -0.5 -0.6 -1.0

Class C 0.1 -0.1 -0.3 -0.3 0.0 -0.4

Class D 0.2 0.0 0.1 0.0 -0.2 0.0

Class E 0.0 -4.4 -5.1 -0.5 -1.8 -2.5

Overall 0.0 -1.2 -1.7 -0.4 -0.6 -0.9

Enc Time[%]

Dec Time[%]

Low delay B LC Low delay B HE

102%

102%

101%

101%


Table 2: BD-rate Y results by sequences of Class A and B for Simulation A
[image: image4.emf]BDrate-Y

AI_HE AI_LC RA_HE RA_LC LB_HE LB_LC

Traffic -0.1 -0.1 0.0 0.0

PeopleOnStreet -0.1 0.0 -0.1 0.0

Nebuta -1.1 -0.3 -1.5 -0.1

SteamLocomotive -1.8 -0.6 -1.5 -2.3

Kimono -1.3 -2.6 -0.5 -1.6 -0.1 -0.9

ParkScene -0.1 -0.1 0.0 0.0 0.0 -0.2

Cactus -0.2 -0.2 -0.3 -0.6 -0.4 -0.6

BasketballDrive -0.3 -0.2 -0.4 -0.3 -0.6 -0.8

BQTerrace -0.1 0.0 0.0 -0.1 0.4 -0.1

Average -0.5 -0.5 -0.5 -0.6 -0.2 -0.5


3.2 Simulation B
 Table 3 shows BD-rate results for Simulation B using HM 3.0 as the anchor for common test conditions[4]. Since execution environment is different, Encoding/Decoding Time is slightly different from Simulation A. Some results show larger gains than Simulation A's. 
 Table 4 shows BD-rate Y results by sequences of Class A and B for Simulation B. 
Table 3: BD-rate results for simulation B (Accuracy improved 16x16 to 64x64 transform bases)
[image: image5.emf]Y U V Y U V

Class A -0.7 -3.8 -4.4 -0.2 -0.7 -0.8

Class B -0.4 -0.8 -1.0 -0.6 0.2 0.3

Class C 0.0 -0.1 0.0 0.0 0.1 0.0

Class D 0.0 0.2 0.2 0.0 0.0 0.1

Class E -0.3 -2.1 -1.5 -0.1 -0.6 -0.6

Overall -0.3 -1.2 -1.3 -0.2 -0.1 -0.2

Enc Time[%]

Dec Time[%]

101% 102%



All Intra HE All Intra LC

102% 102%
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Class A -0.7 -3.1 -3.8 -0.5 -0.4 -0.7

Class B -0.2 -1.0 -1.0 -0.5 0.0 0.2

Class C 0.0 0.0 -0.1 -0.1 0.0 -0.2

Class D 0.1 0.0 -0.3 0.0 -0.4 -0.1

Class E

Overall -0.2 -1.0 -1.3 -0.3 -0.2 -0.2

Enc Time[%]

Dec Time[%] 100% 99%

103% 102%

Random Access HE Random Access LC
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Class A

Class B -0.2 -1.2 -2.0 -0.5 -0.6 -1.0

Class C 0.0 -0.2 -0.4 -0.3 0.0 -0.2

Class D 0.3 0.4 -0.1 -0.1 0.1 0.0

Class E 0.0 -3.7 -4.1 -0.5 -2.8 -1.7

Overall 0.0 -1.0 -1.5 -0.4 -0.7 -0.7

Enc Time[%]

Dec Time[%]

Low delay B LC Low delay B HE

102%

100%

103%

100%

 
Table 4: BD-rate Y results by sequences of Class A and B for Simulation B
 [image: image8.emf]BD-rate Y

AI_HE AI_LC RA_HE RA_LC LB_HE LB_LC

Traffic 0.0 0.0 0.0 0.0

PeopleOnStreet -0.1 0.0 -0.1 0.0

Nebuta -1.0 -0.2 -1.5 0.0

SteamLocomotive -1.8 -0.5 -1.3 -2.1

Kimono -1.3 -2.5 -0.4 -1.5 -0.1 -0.9

ParkScene 0.0 0.0 0.0 0.0 -0.1 -0.1

Cactus -0.1 -0.2 -0.3 -0.5 -0.4 -0.7

BasketballDrive -0.3 -0.2 -0.3 -0.4 -0.6 -0.8

BQTerrace -0.1 0.0 0.0 -0.1 0.4 -0.1

Average -0.5 -0.4 -0.4 -0.5 -0.2 -0.5


4 Conclusion

 We added 64x64 transform to HM 3.0. It provides an average gain 0.0 to 0.4%. Especially, it improves coding efficiency of higher resolution sequences and provides gain up to 2.6%. The results of encoding and decoding time are up to 3% increase compared with HM 3.0.
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