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Abstract

Deblocking filter (DF) contains horizontal filtering on vertical edges and vertical filtering on horizontal edges. When the largest coding units (LCUs) are processed by DF in a raster scan order, each LCU needs pixels from its upper LCU. Therefore, pixel line buffers of sizes proportional to the picture width are required. In HM-3.0, for luma vertical filtering, four intermediate pixels and four reconstructed pixels on each side of an edge are used, which requires eight luma line buffers; for chroma vertical filtering, two intermediate pixels on each side of an edge are used, which requires two chroma line buffers. In this contribution, two vertical filtering methods were proposed only for the processing of horizontal LCU edges in order to reduce line buffers while the DF in HM-3.0 was applied for rest edges. The first method could reduce four luma line buffers by using intermediate pixels to replace reconstructed pixels for filtering decisions. Almost no change of BD-rate, run time, and visual quality was reported for the first method. The second method used only reconstructed pixels below horizontal LCU edges for filtering decisions and avoids changing pixels above horizontal LCU edges. The second method could remove all the luma and chroma line buffers dedicated for DF and reportedly caused 0.3% BD-rate increase with roughly unchanged run time and subjective quality.

1 Introduction
In the 5th JCT-VC meeting, in order to support parallel processing for deblocking filter (DF), several changes were made for HM-3.0 [1][2][3]. First, all vertical edges in a picture can be horizontally filtered in parallel, and then all horizontal edges in the picture can be vertically filtered in parallel. Secondly, filtering decisions, which are only applied for luma and include filtering on/off decision and strong/weak filter selection, can also be parallelized for all horizontal and vertical edges in the picture by using reconstructed pixels. For filtering decisions, at most four reconstructed pixels for each side of an edge are used, as shown in Figure 1. However, filtering operations are still applied on reconstructed pixels for horizontal filtering and on intermediate pixels for vertical filtering. For luma, at most four pixels for each side of an edge are used for filtering operations and up to three pixels could be changed. For chroma, at most two pixels for each side of an edge are used for filtering operations and up to one pixel could be changed. From the above, filtering decisions and filtering operations use different source pixels for vertical filtering. Therefore, in addition to intermediate pixels for filtering operations, reconstructed pixels should also be buffered for filtering decisions. In this way, HM-3.0 doubles the pixel storage and access for luma vertical filtering in HM-2.0. Since pixel line buffers are used to store pixels from upper largest coding units (LCUs) for vertical filtering and are costly from implementation point of view, two methods are proposed in this contribution to reduce line buffers. The rest of this document is organized as follows. Details of the proposed methods will be described in Section 2, simulation results will be shown in Section 3, and conclusions will be given in Section 4.
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Figure 1.  Filtering decisions of HEVC deblocking filter.
2 Proposed methods

In the following, Figure 1 can be rotated in the clockwise direction by 90 degrees for demonstrating a horizontal edge where p pixels and q pixels are above and below the edge, respectively. The proposed methods are applied only for horizontal LCU edges, and the DF in HM-3.0 is applied for rest edges.
2.1 Method 1
In HM-3.0, filtering decisions use reconstructed pixels and contain two parts: filtering on/off decision and strong/weak filter selection. The filtering on/off decision is according to:
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If the above condition is true, the filtering is applied for the edge; otherwise, the filtering is bypassed for the edge. Next, a strong/weak filter selection is performed for each of the eight columns, 
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If this condition is true, the strong filter is applied for the column; otherwise, the weak filter is applied for the column. Please note that p’ and q’ pixels are reconstructed pixels.
In the proposed method 1, instead of using reconstructed pixels, intermediate pixels are used for filtering decisions of horizontal LCU edges. The proposed filtering on/off decision is according to:
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The proposed strong/weak filter selection is according to:
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where p and q pixels are intermediate pixels. Since no more reconstructed pixels are required, the four luma line buffers to store reconstructed pixels (p’0-p’3) for filtering decisions can be saved. In this method, four luma line buffers and two chroma lines are still required to store intermediate pixels for filtering operations.
2.2 Method 2
In the proposed method 2, pixels from the upper side of the edge (p’ pixels) are not used in the filtering decisions for horizontal LCU edges. Therefore, the proposed filtering on/off decision is according to:
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The proposed strong/weak filter selection is according to:
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where p’ and q’ pixels are reconstructed pixels. Moreover, the filtering operations for both luma and chroma are also modified for horizontal LCU edges. The original strong and weak filters for luma are described below.
Original strong filter for luma:
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Original weak filter for luma:
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Now the luma filtering operations are modified as follows.
Proposed strong filter for luma:

[image: image20.wmf](

)

(

)

00,255,0202021243

iiiiii

qClipppqqq

¢¢

=+×+×+×++>>



[image: image21.wmf](

)

(

)

2

2

2

1

0

0

,

255

,

0

1

>>

+

+

+

+

¢

=

i

i

i

i

i

q

q

q

p

Clip

q



[image: image22.wmf](

)

(

)

3

4

3

2

2

3

1

0

0

,

255

,

0

2

>>

+

×

+

×

+

+

+

¢

=

i

i

i

i

i

i

q

q

q

q

p

Clip

q


Proposed weak filter for luma:


[image: image23.wmf](

)

(

)

(

)

(

)

(

)

5

16

0

2

5

0

1

4

0

0

13

,

,

>>

+

¢

-

×

-

¢

-

×

+

¢

-

×

-

=

D

i

i

i

i

i

i

c

c

p

q

p

q

p

q

t

t

Clip



[image: image24.wmf]÷

ø

ö

ç

è

æ

D

×

-

=

2

3

0

,

255

,

0

0

i

i

q

Clip

q



[image: image25.wmf]÷

ø

ö

ç

è

æ

D

-

=

2

1

,

255

,

0

1

i

i

q

Clip

q


The original filter for chroma is described below.
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Now the chroma filtering operations are modified as follows.
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where p and q pixels are intermediate pixels and p’ and q’ are reconstructed pixels. In this method, the proposed filtering decisions only use p’0 and q’0-q’3 and the proposed filtering operations only use p’0 and q0-q3. Line buffers for q’0-q’3 are not required because q’0-q’3 belong to the current LCU. The filtering operations only change intermediate pixels below the horizontal LCU edge, so the four luma line buffers and the two chroma line buffers to store intermediate pixels can be saved. Moreover, one line of reconstructed pixels (p’0) above the horizontal LCU edge is used in a padding way for filtering decisions and filtering operations. Therefore, one luma line buffer and one chroma line buffer are required to store reconstructed pixels. Fortunately, these two line buffers can be shared with intra prediction.
2.3 Comparison of line buffers
Table 1 summarizes the required line buffers for the proposed methods. The DF in HM-3.0 requires eight luma line buffers and two chroma line buffers while the proposed methods can effectively reduce line buffers.

[image: image31]
3 Simulation results

Experiments were conducted according to the common test conditions defined in JCTVC-E700 [4], and the software was based on HM-3.0. Simulation results of the proposed methods 1 and 2 are shown in Table 2 and Table 3, respectively. The proposed method 1 does not cause noticeable changes in terms of BD-rate, run time, and visual quality. The proposed method 2 causes 0.3% bitrate increase while run time and subjective quality are similar to those of HM-3.0.
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4 Conclusions

In this contribution, two vertical filtering methods were proposed for horizontal LCU edges to reduce pixel line buffers required by deblocking filter (DF) while the DF in HM-3.0 was still used for rest edges. The first method replaced reconstructed pixels by intermediate pixels in the filtering decision. Compared with HM-3.0, it was reported the number of luma line buffers could be reduced from eight to four without noticeable impact on BD-rate, run time, and visual quality. The second method was more aggressive and could remove all pixel line buffers dedicated for DF. It used fewer reconstructed pixels above the edge for the filtering decision and avoided changing intermediate pixels above the edge. Simulation results reportedly showed 0.3% bitrate increase with roughly unchanged run time and subjective quality.
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Table 1.  Required DF line buffers for different methods.





�
Luma line buffers�
Chroma line buffers�
�
HM3.0�
4 (reconstructed pixels)


4 (intermediate pixels)�
2 (intermediate pixels)�
�
Method 1�
4 (intermediate pixels)�
2 (intermediate pixels)�
�
Method 2�
1 (reconstructed pixels, can be shared with intra prediction)�
1 (reconstructed pixels, can be shared with intra prediction)�
�






Table 2.  Results of the proposed method 1.





�
HE-AI�
LC-AI�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Class B�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Class C�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Class D�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Class E�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
All�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Enc Time[%]�
100%�
101%�
�
Dec Time[%]�
100%�
100%�
�
�
HE-RA�
LC-RA�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
0.0 �
0.1 �
0.1 �
0.0 �
-0.1 �
0.1 �
�
Class B�
0.0 �
-0.1 �
-0.1 �
0.0 �
0.0 �
0.0 �
�
Class C�
0.0 �
0.0 �
-0.1 �
0.0 �
0.0 �
0.0 �
�
Class D�
0.0 �
-0.1 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Class E�
　�
　�
　�
　�
　�
　�
�
All�
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
0.0 �
�
Enc Time[%]�
100%�
100%�
�
Dec Time[%]�
101%�
101%�
�
�
HE-LD�
LC-LD�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
　�
　�
　�
　�
　�
　�
�
Class B�
0.0 �
0.2 �
0.2 �
0.0 �
0.0 �
-0.2 �
�
Class C�
0.0 �
0.1 �
0.0 �
0.0 �
0.2 �
-0.2 �
�
Class D�
0.0 �
-0.2 �
0.5 �
0.0 �
0.2 �
0.2 �
�
Class E�
0.1 �
0.5 �
0.1 �
0.1 �
0.0 �
-0.2 �
�
All�
0.0 �
0.1 �
0.2 �
0.0 �
0.1 �
-0.1 �
�
Enc Time[%]�
100%�
100%�
�
Dec Time[%]�
99%�
101%�
�






Table 3.  Results of the proposed method 2.





�
HE-AI�
LC-AI�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
0.1 �
0.3 �
0.3 �
0.2 �
0.4 �
0.4 �
�
Class B�
0.2 �
0.5 �
0.6 �
0.3 �
0.5 �
0.6 �
�
Class C�
0.1 �
0.4 �
0.4 �
0.1 �
0.4 �
0.5 �
�
Class D�
0.1 �
0.3 �
0.3 �
0.1 �
0.4 �
0.4 �
�
Class E�
0.3 �
0.6 �
0.7 �
0.3 �
0.8 �
0.8 �
�
All�
0.2 �
0.4 �
0.5 �
0.2 �
0.5 �
0.5 �
�
Enc Time[%]�
100%�
102%�
�
Dec Time[%]�
102%�
104%�
�
�
HE-RA�
LC-RA�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
0.2 �
0.4 �
0.3 �
0.3 �
0.3 �
0.5 �
�
Class B�
0.3 �
0.6 �
0.6 �
0.3 �
0.6 �
0.6 �
�
Class C�
0.2 �
0.5 �
0.5 �
0.2 �
0.4 �
0.4 �
�
Class D�
0.1 �
0.3 �
0.3 �
0.1 �
0.3 �
0.3 �
�
Class E�
　�
　�
　�
　�
　�
　�
�
All�
0.2 �
0.5 �
0.4 �
0.2 �
0.4 �
0.5 �
�
Enc Time[%]�
100%�
100%�
�
Dec Time[%]�
101%�
102%�
�
�
HE-LD�
LC-LD�
�
�
Y BD-rate�
U BD-rate�
V BD-rate�
Y BD-rate�
U BD-rate�
V BD-rate�
�
Class A�
　�
　�
　�
　�
　�
　�
�
Class B�
0.3 �
0.4 �
0.3 �
0.4 �
0.1 �
0.0 �
�
Class C�
0.2 �
0.2 �
0.3 �
0.2 �
0.2 �
0.3 �
�
Class D�
0.1 �
0.2 �
0.4 �
0.1 �
0.1 �
0.1 �
�
Class E�
0.9 �
0.6 �
0.9 �
0.7 �
0.5 �
0.2 �
�
All�
0.3 �
0.3 �
0.4 �
0.3 �
0.2 �
0.1 �
�
Enc Time[%]�
100%�
100%�
�
Dec Time[%]�
102%�
103%�
�
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