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Abstract

This contribution proposes a concept to support bit stream scalability in the NAL unit header design. Similar to the concept of NAL unit identifiers used in AVC and its SVC and MVC extensions (temporal_id etc.), the proposed concept is reported to facilitate identification of bit stream subsets according to high-level properties of NAL units. Unlike in the AVC NAL unit header design, the proposed concept uses a level of indirection to provide NAL unit header signaling, enabling signaling of NAL unit properties in so-called “NAL unit parameter sets” outside the NAL unit header. The NAL unit header itself contains a reference to a NAL unit parameter set. The proposed concept is reported to provide an extensible mechanism for identification of bit stream subsets to support scalability features in the first HEVC version and in potential later amendments.
The contribution is on a purely conceptual level, and an implementation is not provided at this time. It is proposed to investigate the concept of NAL unit headers with indirection in the context of high-level syntax activities.

1 Introduction

The NAL unit headers both in AVC (including its SVC and MVC extensions) and in the current HM design act as an interface towards systems level entities, revealing high-level information about the associated video payload data. Systems level entities can use the NAL unit header information to access, group, and manipulate subsets of compressed bit streams. Both in AVC and HM, at least some of the information carried in the NAL unit header is relevant in the decoding process, too.

The AVC specification, and in particular its SVC and MVC extensions, define several syntax elements in the NAL unit header to signal some kind of identification of “layers”. In the non-scalable AVC profiles, this includes nal_ref_idc. In SVC, this includes priority_id, dependency_id, quality_id and temporal_id. In MVC, this includes priority_id, view_id, and temporal_id. Compared to the 1-byte NAL unit header in the initial AVC design, the introduction of several new identifiers in SVC and MVC reflects the new degrees of bit stream scalability supported through these extensions.
A fundamental design constraint followed in the definition of SVC and MVC extensions was to provide “base layer compatibility” with non-scalable AVC profiles. As a result, the SVC/MVC bit stream is designed such that decoders without SVC/MVC support will decode a part of a given SVC/MVC bit stream (the base layer) into a meaningful video representation and ignore SVC/MVC specific data (enhancement layers). On the NAL unit header level, the “base layer compatibility” constraint is fulfilled through the use of SVC/MVC NAL unit header extensions and prefix NAL units. These concepts cause some complexity for implementations, and it is likely that they would not have been introduced if AVC would have been designed with scalability in mind from the start.
While the first version of HEVC may contain only some basic form of bit stream scalability, it is well possible that amendments will be released in the future to provide scalable, 3D and multi-view coding functionalities as required in certain applications. It is suggested that it is beneficial to design the HEVC high level syntax such that future base layer compatible introduction of scalability features is simplified.
One possible approach towards such “future-proof” design would be to anticipate relevant scenarios for bit stream scalability, with the SVC and MVC lessons in mind. This would require investigations of requirements to find out how many bits are required for certain identifiers etc, which may be an unnecessarily lengthy exercise at this time. Furthermore, depending on the amount of potential combinations of scalable, 3D and multi-view coding that are considered relevant, such an approach may result in NAL unit headers that are, for most applications, unnecessarily long.
Another possible approach would be to introduce an extensibility mechanism into the NAL unit header, e.g. by introducing reserved fields. Again, this could lead to unnecessarily long NAL unit headers, and/or undesirable parsing complexity.

This contribution proposes to address the abovementioned problem by introducing a concept of indirection into the NAL unit header design. More specifically, a mechanism for signaling high-level NAL unit properties in separate entities outside the NAL unit header is proposed. This contribution refers to those “separate entities” as “NAL unit parameter sets”. According to the proposed concept, NAL unit properties can be implicitly indicated in the NAL unit header by providing a reference to a NAL unit parameter set that defines the properties. Note that a similar concept of indirection is used for picture parameter signaling in AVC, where parameters are signaled in a syntax structure outside the slice header, the PPS, which is referenced by the slice header.
It is asserted that the proposed concept provides an extensible mechanism for identification of bit stream subsets to support scalability features in the initial HEVC version and in later amendments while providing base layer compatibility. Additionally, the concept supports generic bit stream management functionalities.
2 Sub-stream identification and definition of sub-stream properties

The proposed concept has two basic aspects as illustrated in Figure 1.
1. Definition of a generic “NAL unit identifier” (NID) syntax element in the NAL unit header, such that NAL units with the same NID have common properties. In this way, NAL units with the same NID together define a subset of the bit stream which has the given properties. A set of NAL units with equal NIDs is referred to as a sub-stream.
2. Definition of a “NAL unit parameter set” (NPS) syntax structure to specify properties of a sub-stream. A NPS is identified through a NID, thus it can be referenced through the NID syntax element in the NAL unit header.
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Figure 1: Concept of NAL unit identifiers (NID) indicated in the NAL unit header, each NAL unit identifier being associated with a NAL unit parameter set (NPS). The NPSs are representatives for disjoint subsets of the bit stream. Each NPS syntax structure contains syntax elements that describe the properties of the associated bit stream subset.
It is suggested to study the feasibility of moving functionalities of syntax elements in the current HM NAL unit header design (such as nal_ref_idc and temporal_id) into the NPS, such that those syntax elements are indirectly referenced through the NID instead of being explicitly present in the NAL unit header.
In an exemplary scenario considering the current HM functionalities, the following NPSs could be defined:

· A first NPS that represents the subset of NAL units in the bit stream that contain parameter sets.
· A second NPS that represents coded slices at random access points.

· Further NPSs that represent coded slices comprising temporal enhancement information relative to a given temporal resolution (“temporal enhancement layers”).

Another exemplary scenario that considers current HM functionalities is multiplexing of two or more separately coded videos in the same bit stream such as to enable simulcast of e.g. different spatial resolutions on the bit stream level. In this case, each of the coded videos could be represented by a separate set of NPSs. In potential future extensions to HEVC, NPSs to represent other enhancement information such as spatial enhancement in case of scalable coding, or additional views in case of 3D and multi-view coding could be defined. 
A NPS can be either statically or dynamically defined. This means that some basic NPSs, such as a NPS to represent NAL units that carry parameter sets, can be statically defined through the HEVC specification, whereas other NPSs can be dynamically defined and signaled in the bit stream. To support the latter case, it is proposed to introduce a NAL unit type that carries a NPS syntax structure, similar to the NAL unit types used for SPSs and PPSs. This way, bit stream subsets can be defined as suitable for the application. 
By using NIDs as “pointers” to NPSs, the proposed concept uses indirection to indicate properties of NAL units and to group them into subsets. Because of the indirection, the NAL unit signaling is extensible without requiring changes to the NAL unit header itself. If new functionality that requires NAL unit level signaling is added in potential future amendments to HEVC, then only the specification of the NPS syntax structure has to be updated, whereas the specification of the NAL unit header can remain unchanged. It is asserted that this can reduce the complexity for implementations that support such added functionalities on the systems level. To give an example, new codec functionality such as scalability could be introduced in a video distribution system that carries HEVC video with “basic functionality” while leaving essential parts of the transport mechanisms unchanged.
In order to support such scenarios, it is necessary that the NPS syntax is defined in an extensible way. An extensible design can be provided through definition of extension fields and/or version identifiers in the NPS syntax. Entities that do not support certain extensions indicated in the NPS can act accordingly, such as by discard NAL units with NIDs that refer to non-supported NPSs. This way base layer compatibility can be supported by the proposed concept.
It is furthermore proposed that the NID syntax element, in addition to its primary purpose of serving as a pointer to a NPS, is defined in such a way that it also reflects an abstract “priority”, similar to the priority_id in SVC and MVC. That is, a value NID=0 is mandated to be associated with the “most important” bit stream subset, and successively increasing values of NIDs are associated with successively “less important” bit stream subsets. This way, a simple bit stream processor can discard NAL units of low priority considering NID values only, without having to inspect NPSs. This will be e.g. applicable for “stream thinning” in simple network elements. More advanced network elements can certainly inspect NPSs and filter out sub-streams more selectively.

3 Sub-stream grouping into video representations

A set of NAL units with equal NIDs is referred to as a sub-stream, and each bit stream comprises several sub-streams. Some of these sub-streams may be independently decodable, whereas others will not be independently decodable. For example, a sub-stream that contains parameter sets as well as coded pictures at random access points can be independently decodable. A sub-stream that contains temporal enhancement information in the form of B pictures will not be independently decodable.
It is proposed to introduce a concept of “video representations” on top of the NAL unit parameter set concept. The basic idea is to introduce a “representation parameter set” (RPS) that groups several sub-streams together into an independently decodable representation. While each NAL unit has only a single NID, each sub-stream can belong to several video representations. The RPS contains a set of pointers to NPSs, i.e. a set of NIDs. Additionally, it may contain indication of high-level properties of the represented video, such as frame rate or average bit rate. In this way, RPSs define operation points of the bit stream that can be interpreted by systems level entities such as to extract bit stream subsets that can be decoded into certain video representations. Thus the concept of “video representations” is related to the concepts of operation points and scalability information SEI messages in AVC, and should be studied together.
Each NPS may be referenced by one or several RPSs. For example, a sub-stream that contains coded pictures at random access points as represented by a NPS may be part of two video representations each represented by one RPS, one RPS representing the video at a lower frame rate, and the one representing the video at a higher frame rate. This example is illustrated in Figure 2.
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Figure 2: Concept of representation parameter set (RPS) that groups together several sub-streams into a decodable representation. Each RPS defines an operation point. In this example, two operation points are provided, one representing a lower frame rate video, and one representing a higher frame rate video.
In an alternative scenario, a RPS may be associated with a set of NPSs that are not associated with any other RPSs, thus several RPSs associated with disjoint sub-sets of NAL units exist. This corresponds to a case where two or more separately coded videos are multiplexed into the same bit stream, i.e. simulcast. An example for a simulcast scenario is illustrated in Figure 3.
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Figure 3: Example with two RPSs that are associated with disjoint bit stream subsets, illustrating a simulcast case with two different spatial resolutions. For simplicity of the example, the example includes only two sub-streams per video representation, one parameter set sub-stream and one coded slices sub-stream.
It is proposed to introduce a NAL unit type that carries a RPS syntax structure, similar to the NAL unit types used for SPSs and PPSs. This way, video representations can be defined by the application.

4 Bit stream example

Table 1 depicts an example of a NAL unit sequence for a bit stream that is a multiplex of two independently coded videos, a WQVGA version and a 1080p version of the same content, both with a frame rate of 60 fps. Both the WQVGA video and the 1080p video are assumed to be coded using a hierarchical temporal prediction structure with three hierarchy layers. The table depicts the NAL units at the beginning of the bit stream, comprising parameter set NAL units and NAL units reflecting coded slices according to a “IDR P B B B” picture structure (in decoding order) with one slice per picture. The example also includes NAL units of the two proposed new NAL unit types, the RPS NAL unit type and the NPS NAL unit type.

For the 1080p resolution video in the example, three representations are defined through separate RPSs, so as to reflect three temporal layers with support for temporal scalability on the bit stream level. For the WQVGA version, it is assumed in the example that no temporal scalability is required. Accordingly, only a single RPS is provided for WQVGA.
The WQVGA video is associated with two NPSs, whereas the 1080p video is associated with five NPSs to indicate each temporal level separately. Each RPS contains a set of NIDs, indicated as NID_list. Each element in the NID_list points to an NPS with the respective NID.
Availability of several alternative RPSs and the representation descriptions provided therein enables decoders and systems level entities to select one or several video representations to be processed. In the example, four different RPSs are provided in total, representing the content as WQVGA 60 fps, 1080p 60 fps, 1080p 30 fps and 1080p 15 fps, respectively. Considering the NID_lists of the selected RPS(s), a set of corresponding NIDs can be determined, such as the NID set {2,4,5,6} if a 1080p 30 fps representation is selected. Based on the determined set of NIDs, the NAL units corresponding to the selected video representations can be extracted from the bit stream.
A NPS NAL unit with its associated NID is used to signal properties of NAL units associated with the given NID, such as temporal_id. Provided the NPS syntax structure is designed in an extensible fashion, NAL unit properties can be added in amendments to the HEVC specification, without changing the syntax of the NAL unit header. When new scalability features such as spatial or multi-view scalability are added into an amendment to the HEVC specification, the NPS syntax is extended accordingly. Based on the NPS extension, a “legacy” entity that does not support the extensions can discard the NAL units associated with the extended NPS. This way base layer compatibility can be supported.
Table 1: Illustration of a NAL unit sequence containing several representations of the same video content. Each line in the table represents one NAL unit, indicating its NAL unit type (NUT), NAL unit identifier (NID), and high-level description of NAL unit content. The numerical value for NUT is given in parentheses (new values are to be defined for RPS and NPS).
	NUT
	NID
	Description

	RPS (tbd)
	0
	RPS representing WQVGA 60 fps video, NID_list = [1,3]

	RPS (tbd)
	0
	RPS representing 1080p 15 fps video, NID_list = [2,4,5]

	RPS (tbd)
	0
	RPS representing 1080p 30 fps video, NID_list = [2,4,5,6]

	RPS (tbd)
	0
	RPS representing 1080p 60 fps video, NID_list = [2,4,5,6,7]

	NPS (tbd)
	1
	NPS representing SPS and PPS of WQVGA video

	NPS (tbd)
	2
	NPS representing SPS and PPS of 1080p video

	NPS (tbd)
	3
	NPS representing coded slices of IDR pictures and coded P and B slices of WQVGA video (temporal levels 1-3)

	NPS (tbd)
	4
	NPS representing IDR pictures of 1080p video

	NPS (tbd)
	5
	NPS representing P slices of 1080p video (temporal level 1)

	NPS (tbd)
	6
	NPS representing B slices of 1080p video (temporal level 2)

	NPS (tbd)
	7
	NPS representing B slices of 1080p video (temporal level 3)

	SPS (7)
	1
	SPS of WQVGA video

	PPS (8)
	1
	PPS of WQVGA video

	SPS (7)
	2
	SPS of 1080p video

	PPS (8)
	2
	PPS of 1080p video

	IDR (5)
	3
	Coded slice of IDR picture of WQVGA video

	IDR (5)
	4
	Coded slice of IDR picture of 1080p video

	Non-IDR (1)
	3
	Coded P slice of WQVGA video (temporal level 1)

	Non-IDR (1)
	5
	Coded P slice of 1080p video (temporal level 1)

	Non-IDR (1)
	3
	Coded B slice of WQVGA video (temporal level 2)

	Non-IDR (1)
	6
	Coded B slice of 1080p video (temporal level 2)

	Non-IDR (1)
	3
	Coded B slice of WQVGA video (temporal level 3)

	Non-IDR (1)
	7
	Coded B slice of 1080p video (temporal level 3)

	Non-IDR (1)
	3
	Coded B slice of WQVGA video (temporal level 3)

	Non-IDR (1)
	7
	Coded B slice of 1080p video (temporal level 3)
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