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Abstract

The scheme used in the current HM2.0 for CABAC significance map coding utilizes the nearest 5 neighbors for context modeling. This contribution document studies using of 4, 3, and 2 neighbors for context modeling for significance map coding in CABAC. With the reduced number of neighbors, fewer coded neighbors are used for deriving the contexts. Especially for the 4 and 2 neighbor cases, only 1 scanning line of previous coded neighbors needs to be buffered as compared to 2 lines in the current design. The experimental results show that there is 0.2% to 0.3% bitrate increase for the 4 neighbor design, 0.0% to 0.2% bitrate increase for the 3 neighbor design and 0.3% to 0.4% bitrate increase for the 2 neighbor design. The cross-check results are provided by I2R.
1 Introduction
The scheme used in the current HM2.0 [1] for CABAC significance map coding utilizes the nearest 5 neighbors [1] for context modeling in order to achieve better estimation of the probability distribution. An example is given in Fig.1. The context of the element at position (y, x) is determined by 5 coded neighbors (y-2, x), (y-1, x-1), (y, x-2), (y-1, x), and (y, x-1). If the position is on the block boundary, some of the neighboring positions are not available and fewer neighbors are used. 

This contribution document studies using of 4, 3, and 2 neighbors for context modeling for significance map coding in CABAC.
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Fig. 1 Context selection utilizing 5 coded neighbor information in significance map coding

2 Utilizing 4, 3, and 2 coded neighbors for significance map coding

2.1 Utilizing 4 coded neighbors

Fig.2 gives the example of utilizing 4 coded neighbors for significance map coding. The context of the element at position (y, x) is determined by 4 coded neighbors (y-2, x+1), (y-1, x), (y, x+1), and (y+1, x-2). Only 1 scanning line of previous coded neighbors needs to be buffered as compared to 2 lines in the current design. The same number of contexts as the HM2.0 is used.
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Fig. 2 Context selection utilizing 4 coded neighbor information in significance map coding
2.2 Utilizing 3 coded neighbors

Fig.3 gives the example of utilizing 3 coded neighbors for significance map coding. The context of the element at position (y, x) is determined by 3 coded neighbors (y-1, x-1), (y-1, x), and (y, x-1). The number of contexts is reduced by 1 compared to HM2.0.
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Fig. 3 Context selection utilizing 3 coded neighbor information in significance map coding
2.3 Utilizing 2 coded neighbors

Fig.4 gives the example of utilizing 2 coded neighbors for significance map coding. The context of the element at position (y, x) is determined by 2 coded neighbors (y-1, x) and (y, x-1). Only 1 scanning line of previous coded neighbors needs to be buffered compared to 2 lines in the current design. The number of contexts is reduced by 2 compared to HM2.0.
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Fig. 4 Context selection utilizing 2 coded neighbor information in significance map coding
3 Simulation environment

3.1 Software
The software used to run the simulations is HM2.0. The binaries were compiled using Microsoft Visual Studio 2008 64bit. The coding conditions used for the simulations are specified in [3]. YUV file output during the decoding was disabled when collecting the decoding time statistics.
3.2 Hardware

All the simulation experiments were conducted on the PCs with identical settings, i.e., Microsoft Windows XP 64bits, Intel Xeon 2.80GHz with 8G memory. Anchor results from the same PCs are used for fair comparison. Therefore, both the encoding time and decoding time comparisons are reliable. 

4 Simulation Results

The encoder reconstructed YUV files match the decoder reconstructed YUV files. The experimental results of the rate-distortion and speed comparison for utilizing 4 coded neighbors in context modeling are summarized in Table 1. Detailed results are included in the attachment (JCTVC-E362_4Neighbors.xls). The experimental results of the rate-distortion and speed comparison for utilizing 3 coded neighbors in context modeling are summarized in Table 2. Detailed results are included in the attachment (JCTVC-E362_3Neighbors.xls). The experimental results of the rate-distortion and speed comparison for utilizing 2 coded neighbors in context modeling are summarized in Table 3. The Bin count statistics is provided in Table 4, Table 5, and Table6. Detailed results are included in the attachment (JCTVC-E362_2Neighbors.xls).
Table 1 Rate-distortion and speed performance comparison of utilizing 4 coded neighbors
	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.3 
	0.4 
	0.5 

	Class B
	0.3 
	0.2 
	0.4 

	Class C
	0.3 
	0.1 
	0.2 

	Class D
	0.2 
	0.1 
	0.1 

	Class E
	0.4 
	0.2 
	0.3 

	All
	0.3 
	0.2 
	0.3 

	Enc Time[%]
	100%

	Dec Time[%]
	101%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.2 
	0.5 
	0.6 

	Class B
	0.3 
	0.3 
	0.4 

	Class C
	0.3 
	0.0 
	0.1 

	Class D
	0.2 
	0.0 
	0.0 

	Class E
	 
	 
	 

	All
	0.2 
	0.2 
	0.3 

	Enc Time[%]
	100%

	Dec Time[%]
	100%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	0.4 
	0.3 
	-0.2 

	Class C
	0.5 
	0.1 
	0.2 

	Class D
	0.1 
	0.0 
	0.0 

	Class E
	0.3 
	-0.6 
	1.8 

	All
	0.3 
	0.0 
	0.4 

	Enc Time[%]
	100%

	Dec Time[%]
	100%


Table 2 Rate-distortion and speed performance comparison of utilizing 3 coded neighbors

	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.3 
	0.1 
	0.2 

	Class B
	0.2 
	0.1 
	0.1 

	Class C
	0.1 
	0.1 
	0.1 

	Class D
	0.1 
	0.1 
	0.1 

	Class E
	0.2 
	0.0 
	0.0 

	All
	0.2 
	0.1 
	0.1 

	Enc Time[%]
	99%

	Dec Time[%]
	100%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.3 
	0.1 
	-0.3 

	Class B
	0.1 
	0.1 
	0.0 

	Class C
	0.0 
	-0.1 
	0.0 

	Class D
	0.1 
	-0.3 
	-0.1 

	Class E
	 
	 
	 

	All
	0.1 
	0.0 
	-0.1 

	Enc Time[%]
	99%

	Dec Time[%]
	100%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	0.1 
	-0.1 
	0.3 

	Class C
	0.1 
	0.1 
	0.2 

	Class D
	0.0 
	0.1 
	0.1 

	Class E
	-0.1 
	-1.0 
	0.3 

	All
	0.0 
	-0.2 
	0.2 

	Enc Time[%]
	100%

	Dec Time[%]
	100%


Table 3 Rate-distortion and speed performance comparison of utilizing 2 coded neighbors

	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.6 
	0.4 
	0.5 

	Class B
	0.4 
	0.3 
	0.4 

	Class C
	0.3 
	0.2 
	0.2 

	Class D
	0.2 
	0.2 
	0.1 

	Class E
	0.5 
	0.2 
	0.2 

	All
	0.4 
	0.3 
	0.3 

	Enc Time[%]
	99%

	Dec Time[%]
	100%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.5 
	0.4 
	0.2 

	Class B
	0.3 
	0.2 
	0.2 

	Class C
	0.3 
	0.1 
	-0.1 

	Class D
	0.1 
	0.0 
	0.0 

	Class E
	 
	 
	 

	All
	0.3 
	0.2 
	0.1 

	Enc Time[%]
	99%

	Dec Time[%]
	101%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	0.4 
	0.3 
	0.1 

	Class C
	0.5 
	0.3 
	0.3 

	Class D
	0.1 
	-0.1 
	-0.2 

	Class E
	0.1 
	-0.8 
	0.8 

	All
	0.3 
	0.0 
	0.2 

	Enc Time[%]
	99%

	Dec Time[%]
	100%


Table 4 Bin count statistics for 4 coded neighbor scheme

	 
	Intra

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	-1%
	30%
	14%
	27%
	85%
	15%

	Class B
	-1%
	31%
	14%
	23%
	86%
	14%

	Class C
	-1%
	27%
	14%
	23%
	85%
	15%

	Class D
	0%
	27%
	15%
	24%
	85%
	15%

	Class E
	-1%
	26%
	13%
	23%
	87%
	13%

	All
	-1%
	28%
	14%
	24%
	86%
	14%

	
	
	
	
	
	
	

	 
	Random access

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	0%
	28%
	11%
	17%
	86%
	14%

	Class B
	-1%
	27%
	10%
	16%
	87%
	13%

	Class C
	-1%
	23%
	10%
	15%
	86%
	13%

	Class D
	0%
	23%
	10%
	15%
	86%
	13%

	Class E
	 
	 
	 
	 
	 
	 

	All
	-1%
	25%
	10%
	16%
	86%
	13%

	
	
	
	
	
	
	

	 
	Low delay

	 
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	-1%
	29%
	10%
	13%
	88%
	12%

	Class C
	-1%
	25%
	9%
	13%
	87%
	12%

	Class D
	0%
	26%
	9%
	12%
	88%
	12%

	Class E
	-1%
	23%
	7%
	8%
	89%
	9%

	All
	-1%
	26%
	9%
	12%
	88%
	11%


Table 5 Bin count statistics for 3 coded neighbor scheme

	 
	Intra

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	0%
	30%
	14%
	27%
	85%
	15%

	Class B
	0%
	32%
	14%
	23%
	86%
	14%

	Class C
	0%
	28%
	14%
	23%
	85%
	15%

	Class D
	0%
	27%
	15%
	24%
	85%
	15%

	Class E
	0%
	27%
	13%
	23%
	87%
	13%

	All
	0%
	29%
	14%
	24%
	86%
	14%

	
	
	
	
	
	
	

	 
	Random access

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	0%
	28%
	11%
	17%
	86%
	14%

	Class B
	0%
	28%
	10%
	16%
	87%
	13%

	Class C
	0%
	23%
	10%
	15%
	86%
	13%

	Class D
	0%
	23%
	10%
	15%
	86%
	13%

	Class E
	 
	 
	 
	 
	 
	 

	All
	0%
	26%
	10%
	16%
	86%
	13%

	
	
	
	
	
	
	

	 
	Low delay

	 
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	0%
	29%
	10%
	13%
	88%
	11%

	Class C
	0%
	26%
	9%
	13%
	87%
	12%

	Class D
	0%
	26%
	9%
	12%
	88%
	12%

	Class E
	0%
	23%
	7%
	8%
	89%
	9%

	All
	0%
	26%
	9%
	12%
	88%
	11%


Table 6 Bin count statistics for 2 coded neighbor scheme

	 
	Intra

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	-1%
	30%
	14%
	27%
	85%
	15%

	Class B
	-1%
	31%
	14%
	23%
	86%
	14%

	Class C
	-1%
	27%
	14%
	23%
	85%
	15%

	Class D
	0%
	27%
	15%
	24%
	85%
	15%

	Class E
	-1%
	26%
	13%
	23%
	87%
	13%

	All
	-1%
	28%
	14%
	24%
	86%
	14%

	
	
	
	
	
	
	

	 
	Random access

	
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	0%
	28%
	11%
	17%
	86%
	14%

	Class B
	-1%
	27%
	10%
	16%
	87%
	13%

	Class C
	-1%
	23%
	10%
	15%
	86%
	13%

	Class D
	0%
	23%
	10%
	15%
	86%
	13%

	Class E
	 
	 
	 
	 
	 
	 

	All
	-1%
	25%
	10%
	16%
	86%
	13%

	
	
	
	
	
	
	

	 
	Low delay

	 
	increase in bin %
	% sig
	% last
	% coeff
	% reg
	% bypass

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	-1%
	29%
	10%
	13%
	88%
	12%

	Class C
	-1%
	25%
	9%
	13%
	87%
	12%

	Class D
	0%
	26%
	9%
	12%
	88%
	12%

	Class E
	-1%
	23%
	7%
	8%
	89%
	9%

	All
	-1%
	26%
	9%
	12%
	88%
	11%


5 Summary

In this contribution document, utilizing 4, 3, and 2 coded neighbors for context modeling for significance map coding in CABAC is studied. With the reduced number of neighbors, fewer coded neighbors are used for deriving the contexts. Especially for the 4 and 2 neighbor cases, only 1 scanning line of previous coded neighbors needs to be buffered compared to 2 lines in the current design. The experimental results show that there is 0.2% to 0.3% bitrate increase for the 4 neighbor design, 0.0% to 0.2% bitrate increase for the 3 neighbor design and 0.3% to 0.4% bitrate increase for the 2 neighbor design.
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