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Abstract
This contribution reports the results for Core Experiment 6.e as described in JCTVC-D606_r2. In addition, this contribution also reports the performance obtained by combining JCTVC-D235 (tested in CE6.e) and JCTVC-D109 (tested in CE6.f).
1 Introduction
At the Daegu meeting, multiple proposals (JCTVC-D026, JCTVC-D083, JCTVC-D235, JCTVC-D326) were made to include a Planar mode or Plane mode into HM. These proposals differed from one another along three different dimensions
1. Method of prediction
2. Method of coding the prediction error (residual)
3. Method of signaling the mode
The sub-experiment CE6.e is designed to test these differences and identify the best combination considering coding efficiency, computational complexity and visual comparison.
Experiments in CE6.e on Planar Intra Prediction
The sub-experiment CE6.e tests the following variants for each dimension mentioned above:
1. Substitute DC prediction with different planar prediction alternatives:

a. Planar prediction as defined in JCTVC-D326, disabling the adjustment for corner sample (bilinear prediction of samples)

b. Planar prediction as defined in JCTVC-D083 (bilinear prediction of samples followed by a refinement step)

c. Planar prediction as defined in JCTVC-D235 (averaging two linear interpolations)

d. Plane prediction as defined in JCTVC-D026 (TMuC plane mode)

e. Planar prediction as defined in JCTVC-D326, disabling the adjustment for corner sample (averaging two linear interpolations)

f. Planar prediction as defined in JCTVC-D083 (averaging two linear interpolations followed by a refinement step)

2. Test different prediction error coding approaches for the planar block:

a. Default HM prediction error coding based on DCT

b. DST based prediction error coding as in JCTVC-D235

c. Indicating the corner sample explicitly as in JCTVC-D326 in addition to DCT coding

3. Different methods to indicate planar mode

a. PU level indication substituting DC mode

b. PU level signaling as an additional prediction mode

c. CU level indication jointly for all color components (disabling prediction error coding)

d. Utilizing both one of the planar modes and the plane mode as additional modes
In this contribution, we have cross-checked the following methods in each dimension:
· 1.a, 1.b, 1.c, 1.f

· 2.a, 2.b

· 3.a, 3.b

The prediction method 1.a sets the bottom-right sample (Z) to the DC value and derives the right-column and bottom-row by doing a linear interpolation. All the inner samples are obtained by bilinear interpolation as shown in Figure 1.
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Figure 1: Method 1.a
The prediction method 1.e is a different implementation of method 1.a that results in the same prediction signal. The prediction method 1.a can also be implemented as an average of two intermediate prediction signals (one derived by a linear interpolation of each row horizontally and another derived by a linear interpolation of each column vertically) as shown in Figure 2. However, one has to still derive the right-column and bottom-row by doing a linear interpolation before deriving the two intermediate prediction signals.
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Figure 2: Method 1.e (different implementation of 1.a)
The prediction method 1.b applies a recursive 3-tap filter ([1 2 1]/4) on the prediction signal generated by method 1.a.

The prediction method 1.c derives the prediction signal as an average of two intermediate prediction signals (one derived by a linear interpolation of each row horizontally and another derived by a linear interpolation of each column vertically). The key difference with method 1.a/1.e is that 1.c does not need interpolation to derive right-column and bottom-row. A replication process is used as shown in Figure 3.
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Figure 3: Method 1.c
The prediction method 1.f applies a 3-tap filter ([1 2 1]/4) on top-right pixel (T) and bottom-left pixel (L) in the reference sample array before applying method 1.c.
The prediction error coding method 2.a is the default HM2.0 method that uses an approximation of DCT (HM2.0-DCT) as the transform kernel.

The prediction error coding method 2.b codes the prediction error for the Planar mode as described in JCTVC-D235. The transform kernel used by this method is a DST approximation derived from HM2.0-DCT at the next dyadic size. For example, the DST of size 4x4 is derived from the DCT of size 8x8. For the largest supported TU size, the method uses HM2.0-DCT as the transform kernel.
The mode signaling method 3.a supports the Planar mode at the PU level by replacing the DC mode with the Planar mode.

The mode signaling method 3.b supports the Planar mode at the PU level also. Instead of replacing the DC mode with Planar mode, an additional flag is signaled (as described in JCTVC-D235) to resolve between DC mode and Planar mode.

Results for CE6.e
Table 1 summarizes the objective performance on INTRA coding (as agreed in CE6) for the combinations cross-checked by us. Furthermore, we confirmed that method 1.a and method 1.e differ only in implementation and generate the same prediction signal.
	Method
combination
	High Efficiency (INTRA Coding)
	Low Complexity (INTRA Coding)

	
	BD-rate
	Run time
	BD-rate
	Run time

	
	Y
	U
	V
	Enc
	Dec
	Y
	U
	V
	Enc
	Dec

	1.a
	2.a
	3.a
	-0.4
	0.8
	1.0
	101%
	102%
	-0.5
	0.0
	0.2
	101%
	103%

	1.b
	2.a
	3.a
	-0.5
	0.8
	1.0
	101%
	102%
	-0.6
	-0.1
	0.1
	101%
	104%

	1.c
	2.a
	3.a
	-0.5
	0.8
	1.0
	100%
	102%
	-0.6
	0.0
	0.2
	101%
	102%

	1.f
	2.a
	3.a
	-0.6
	0.7
	0.9
	100%
	101%
	-0.7
	-0.1
	0.1
	102%
	103%

	

	1.c
	2.b
	3.a
	-0.8 
	1.8 
	2.3 
	101%
	103%
	-1.1 
	-0.9 
	-0.5 
	103%
	105%

	1.f
	2.b
	3.a 
	-0.9 
	1.8 
	2.3 
	100%
	102%
	-1.2 
	-1.0 
	-0.6 
	103%
	105%

	

	1.c
	2.a
	3.b
	-0.7 
	-0.1 
	0.0 
	104%
	101%
	-0.7 
	-0.8 
	-0.8 
	107%
	102%

	1.f
	2.a
	3.b
	-0.8 
	-0.1 
	0.0 
	104%
	100%
	-0.8 
	-0.8 
	-0.8 
	108%
	102%

	

	1.a
	2.b
	3.b
	-1.0 
	0.0 
	0.2 
	105%
	101%
	-1.2 
	-2.1 
	-2.0 
	110%
	104%

	1.c
	2.b
	3.b
	-1.1 
	-0.1 
	0.2 
	105%
	101%
	-1.4 
	-2.2 
	-2.0 
	109%
	104%

	1.f
	2.b
	3.b
	-1.2 
	0.0 
	0.3 
	105%
	101%
	-1.4 
	-2.2 
	-2.1 
	109%
	103%


Table 1: Objective performance on INTRA coding
These results show that

· Method 1.c obtains slightly better coding efficiency than method 1.a/1.e (0.5% as opposed to 0.4% in HE and 0.6% as opposed to 0.5% in LC). Furthermore, method 1.c needs fewer computations compared to method 1.a/1.e.

· Method 1.f introduces a simple filtering process on top of method 1.c and obtains a small improvement (0.1%) in coding efficiency.

· Method 2.b consistently provides gain when compared to method 2.a
· Method 3.b consistently provides gain when compared to method 3.a.

The combination 1.c + 2.b + 3.b corresponds to the Planar+DST mode proposed in JCTVC-D235. For this combination, we further generated the results for Random Access and Low Delay configurations according to JCT-VC common conditions (JCTVC-D600). Table 2 summarizes the performance of 1.c + 2.b + 3.b for all 6 configurations.
	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-1.0 
	0.1 
	0.5 
	-1.6 
	-2.3 
	-1.9 

	Class B
	-1.3 
	-0.6 
	-0.1 
	-1.4 
	-2.4 
	-2.1 

	Class C
	-1.0 
	-0.2 
	0.0 
	-1.3 
	-2.0 
	-2.1 

	Class D
	-1.0 
	-0.4 
	-0.3 
	-1.3 
	-2.1 
	-2.2 

	Class E
	-1.2 
	1.0 
	1.1 
	-1.3 
	-1.8 
	-2.0 

	All
	-1.1 
	-0.1 
	0.2 
	-1.4 
	-2.2 
	-2.0 

	Enc Time[%]
	105%
	109%

	Dec Time[%]
	101%
	104%

	
	
	
	
	
	
	

	 
	 
	Random access
	 
	 
	Random access LoCo
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-0.5 
	0.7 
	0.9 
	-0.7 
	-0.5 
	0.1 

	Class B
	-0.7 
	-0.5 
	-0.1 
	-0.8 
	-1.6 
	-1.3 

	Class C
	-0.7 
	-0.6 
	-0.3 
	-0.8 
	-1.4 
	-1.1 

	Class D
	-0.6 
	-0.4 
	-0.3 
	-0.6 
	-1.0 
	-1.0 

	Class E
	 
	 
	 
	 
	 
	 

	All
	-0.6 
	-0.2 
	0.0 
	-0.7 
	-1.2 
	-0.8 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	101%

	
	
	
	
	
	
	

	 
	Low delay
	Low delay LoCo

	 
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	-0.3 
	-0.4 
	-0.3 
	-0.4 
	-1.1 
	-0.8 

	Class C
	-0.4 
	-0.5 
	-0.4 
	-0.5 
	-0.6 
	-0.8 

	Class D
	-0.3 
	-0.1 
	-0.4 
	-0.2 
	-0.7 
	-0.1 

	Class E
	-0.1 
	0.5 
	1.1 
	-0.1 
	0.5 
	-0.6 

	All
	-0.3 
	-0.2 
	-0.1 
	-0.3 
	-0.6 
	-0.6 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	101%


Table 2: Objective performance of JCTVC-D235 (combination 1.c + 2.b + 3.b)
We also did a visual comparison of combinations 1.c + 2.a + 3.b, 1.c + 2.b + 3.b, 1.f + 2.a + 3.b and 1.f + 2.b + 3.b with the HM2.0 anchors and noticed that all combinations improve the rendering of smooth areas when compared to HM2.0 anchor. We present an example of the sky region in one frame of the Kimono sequence (please see JCTVC-E321_visualcomparison.ppt) though the differences can be observed better in video mode instead of looking at static frames.
Cross-check for combination of JCTVC-D235 (CE6.e) and JCTVC-D109 (CE6.f)
Mitsubishi provided us the software that combined the Planar+DST mode from JCTVC-D235 (Combination 1.c + 2.b + 3.b in CE6.e) and JCTVC-D109 from CE6.f. In addition to the modifications related to Planar+DST mode, the software makes the following modifications based on JCTVC-D109:
a. Filtering of prediction signal for DC mode: The top-row and left-column of the prediction signal is filtered using a 2-tap filter. For the corner top-left pixel, the filtering can be done both horizontally and vertically. In this case, the 2-tap filter is modified to get a 3-tap filter. The 2-tap filter varies based on the PU size as described in JCTVC-D109.
b. Simplified intra smoothing: All the cases that use filter option 2 (application of [1 2 1]/4 filter twice) in MDIS now use filter option 1 (application of [1 2 1]/4 only once). The filter option 2 is no longer needed.

We are able to cross-check Mitsubishi’s results and confirm that we get matching bitrates and PSNR numbers. Table 3 below summarizes the objective performance obtained from the combination of JCTVC-D235 (CE6.e) and JCTVC-D109 (CE6.f).

	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-1.1 
	0.1 
	0.5 
	-1.9 
	-2.4 
	-2.0 

	Class B
	-1.5 
	-0.7 
	-0.3 
	-1.6 
	-2.7 
	-2.4 

	Class C
	-1.3 
	-0.3 
	-0.2 
	-1.6 
	-2.3 
	-2.3 

	Class D
	-1.2 
	-0.5 
	-0.4 
	-1.5 
	-2.3 
	-2.4 

	Class E
	-1.3 
	0.9 
	1.0 
	-1.6 
	-2.0 
	-2.2 

	All
	-1.3 
	-0.2 
	0.1 
	-1.6 
	-2.4 
	-2.3 

	Enc Time[%]
	104%
	108%

	Dec Time[%]
	101%
	102%


Table 2: Objective performance of JCTVC-D235 (CE6.e) + JCTVC-D109 (CE6.f)
Conclusions
Based on the results presented in this contribution, we conclude that
a. Replacing DC mode with Planar mode improves coding efficiency
b. Adding Planar mode in addition to DC mode further improves coding efficiency
c. Using DST instead of DCT for Planar mode further improves coding efficiency
d. Planar mode improves the rendering of smooth areas

e. Minor filtering variations can slightly improve coding efficiency

f. Different prediction variants for Planar mode have minor variations in coding efficiency. The simplest variant based on replication for bottom-row and right-column works quite well.
We recommend the inclusion of Planar mode with the simplest prediction variant (the one used in JCTVC-D235) into HM.
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4 Appendix

The excel sheets for the different combinations are as follows:

	Combination
	Excel Sheet

	CE6.e (1.a + 2.a + 3.a)
	HM2base_CE6.e.1.a_DOCOMO.xls

	CE6.e (1.b + 2.a + 3.a)
	HM2base_CE6.e.1.b_DOCOMO.xls

	CE6.e (1.c + 2.a + 3.a)
	HM2base_CE6.e.1.c_DOCOMO.xls

	CE6.e (1.f + 2.a + 3.a)
	HM2base_CE6.e.1.f_DOCOMO.xls

	CE6.e (1.c + 2.b + 3.a)
	HM2base_CE6.e.1.c+2.b_DOCOMO.xls

	CE6.e (1.f + 2.b + 3.a)
	HM2base_CE6.e.1.f+2.b_DOCOMO.xls

	CE6.e (1.c + 2.a + 3.b)
	HM2base_CE6.e.1.c+3.b_DOCOMO.xls

	CE6.e (1.f + 2.a + 3.b)
	HM2base_CE6.e.1.f+3.b_DOCOMO.xls

	CE6.e (1.a + 2.b + 3.b)
	HM2base_CE6.e.1.a+2.b+3.b_DOCOMO.xls

	CE6.e (1.c + 2.b + 3.b)
	HM2base_CE6.e.1.c+2.b+3.b_DOCOMO.xls

	CE6.e (1.f + 2.b + 3.b)
	HM2base_CE6.e.1.f+2.b+3.b_DOCOMO.xls

	CE6.e (1.c + 2.b + 3.b) + CE6.f (D109)
	HM2base_CE6.e.1.c+2.b+3.b_CE6.f(D109)_DOCOMO.xls
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