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Abstract
Previously, the concept of a parallel prediction unit (PPU) was proposed in JCTVC-D074. The parallel prediction unit defines a group of pixels that are intra-coded, and where the intra-coding may be done in a parallel fashion. Parallelization is achieved by partitioning the intra-coded blocks into two sets.  Blocks in the first set are predicted in parallel using available pixels outside the PPU; blocks in the second set are also predicted in parallel using available pixels outside the PPU as well as pixels from the first set of blocks.  This document provides updated results on the parallel prediction technology in the context of HM2.0.  Two configurations are considered.  For the case of 2x parallelism, a coding efficiency impact of 0.0%, 0.1% and 0.3% for, respectively, random access, low delay and all intra common test conditions is reported. For the case of 8x parallelism, a coding efficiency impact of 0.1%, 0.2% and 0.3% for, respectively, random access, low delay and all intra common test conditions is reported.  
1 Introduction

Intra prediction is currently achieved by partitioning a largest coding unit (LCU) into one or more blocks through a recursive splitting process. Each block is predicted spatially and subsequently refined, and the prediction is performed sequentially using neighboring reconstructed blocks. The prediction process requires that the causal neighbors of the current block must be completely reconstructed before processing the current block.  This results in a set of serial dependencies, and these dependencies impact the complexity for both the encoder and decoder processes. 

2 Parallel Intra Prediction with 2X Parallelism
2.1 Parallel Prediction Unit
In our contribution (JCTVC-D074), we introduced the concept of parallel intra-prediction unit (PPU).  The PPU defines the size of a block that can be coded using parallelization.  The motivation for the PPU is straightforward – the serial bottleneck in intra-prediction is not determined by simply the number of blocks within an LCU, but also by the size of the blocks that are being intra-coded.  For blocks larger than a defined PPU size, normal sequential prediction is performed. For blocks that fall within a PPU, if they are further partitioned, parallel intra prediction may be employed. 
2.2 Parallel Intra Prediction

As in previous contribution (JCTVC-D074), Parallel intra prediction consists of three steps. 

1) Partitioning the PPU into two sets using checker board pattern as shown in Fig. 1
2) Predicting the 1st set blocks in parallel using the PPU block neighbors

3) Predicting the 2nd set blocks in parallel using not only its upper/left block neighbors, but also the available bottom/eight neighbors from the 1st set blocks. Predictions using upper/left neighbors and predictions using bottom/right neighbors are weighted combined. This is expressed as
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where w denotes the weight, and p1(y,x) and p2(y,x) denote the predicted values using the top/left neighbors and bottom/right neighbors, respectively.
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To manage the complexity of weighted prediction of the 2nd set blocks, we use a fixed precision weighting table. Specifically, for horizontal and vertical mode, we use a 1D weight table as shown in Fig. 2 (a) below. For all the other modes, we used the 2D table in Fig. 2 (b). 
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	 (a) Weighting table for Vertical and Horizontal modes
	 (b) Weighting table for non-vertical and non-horizontal modes

	Fig. 2 – Weighting tables for bi-directional prediction of the 2nd set blocks of parallel Intra prediction


2.3 Results

As specified in CE6, we integrated the parallel intra-prediction technology into the HM2.0 software and tested with the recommended configuration and a PPU of 8x8 for HD image sequences.  (We advocate that the PPU size should depend on image resolution, as the larger resolutions have a higher MB/sec throughput requirement and, thus, are more sensitive to the serial dependencies.)  This results in 2x parallelism for the small block sizes.  
Table 1 below shows the summary results of parallel intra vs. HM2.0 anchor. Table 2 listed detailed results of each sequence.
Table 1. Summary RD results of Parallel Intra Prediction 2X vs. HM2.0 Anchor  
	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.4 
	0.3 
	0.3 
	0.5 
	0.4 
	0.3 

	Class B
	0.4 
	0.2 
	0.3 
	0.6 
	0.3 
	0.3 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.7 
	0.4 
	0.4 
	1.0 
	0.5 
	0.5 

	All
	0.3 
	0.2 
	0.2 
	0.4 
	0.2 
	0.2 

	Enc Time[%]
	103%
	102%

	Dec Time[%]
	102%
	101%


	 
	Random access
	Random access LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.2 
	0.5 
	-0.3 
	0.3 
	0.2 
	0.1 

	Class B
	0.2 
	0.1 
	0.1 
	0.3 
	0.2 
	0.2 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	 
	 
	 
	 
	 
	 

	All
	0.1 
	0.1 
	0.0 
	0.2 
	0.1 
	0.1 

	Enc Time[%]
	101%
	101%

	Dec Time[%]
	101%
	98%


	 
	Low delay
	Low delay LoCo

	 
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	0.1 
	0.3 
	0.1 
	0.1 
	-0.1 
	0.3 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.0 
	0.2 
	0.4 
	0.2 
	-0.1 
	0.5 

	All
	0.0 
	0.1 
	0.1 
	0.1 
	0.0 
	0.2 

	Enc Time[%]
	101%
	103%

	Dec Time[%]
	98%
	101%


Table 2. Parallel Intra Prediction 2X vs. HM2.0 Anchor

	Sequences / Configurations

	Intra
	Intra LoCo
	Random

access
	Random

Access LoCo
	Low Delay
	Low Delay LoCo

	Class A

(4K crop)
	Traffic
	0.5
	0.7
	0.3
	0.5
	
	

	
	PeopleOnStreet
	0.8
	1.2
	0.3
	0.5
	
	

	
	Nebuta
	0.1
	0.1
	0.0
	0.0
	
	

	
	SteamLocomotive
	0.0
	0.1
	0.2
	0.1
	
	

	HD

(1080p)
	S03-Kimono
	0.1
	0.2
	0.0
	0.1
	0.0
	0.0

	
	S04-ParkScene
	0.3
	0.5
	0.2
	0.3
	0.1
	0.1

	
	S05-Cactus
	0.8
	1.1
	0.4
	0.4
	0.1
	0.2

	
	S06-BasketballDrive
	0.6
	0.8
	0.2
	0.4
	0.1
	0.2

	
	S07-BQTerrace
	0.2
	0.5
	0.2
	0.3
	0.1
	0.1

	720p

(1280x720)
	S16-vidyo1
	0.7
	1.0
	
	
	-0.4
	0.1

	
	S17-vidyo3
	0.9
	1.1
	
	
	0.0
	0.4

	
	S18-vidyo4
	0.5
	0.9
	
	
	0.3
	0.0


3 Parallel Intra Prediction with up to 8x Parallelism

The degree of parallelism can be increased by extending parallel intra prediction to larger PPU. For example, in the case of 16x16 PPU, there are two cases where parallel intra may be applied. In the first case, the PPU is split into 4-8x8 blocks, and at least one of these blocks (but not all) is further divided into 4x4 blocks. Blocks that are further divided into 4x4 blocks are processed with the parallel intra technology.  This is shown in Fig. 3(a), and it is the same as the case we described in section 2.   In the second case, a 16x16 PPU is split entirely into 4x4 subblocks. We then divide the 4x4 blocks into two sets as shown in Fig. 3(b) and code the first set completely before the second set.  The results that eight blocks are processed in parallel, and therefore there is an 8x improvement in parallelism.
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(a)                               (b)

Fig. 3 Illustration of Parallel Prediction Block

Table3 lists the performance of parallel intra prediction with PPU size of 16x16. As can be seen from the tables, the impact on coding efficiency is less than 1% for all intra configurations, and less than 0.3 and 0.1% for random access and low delay cases. There is little impact on coding efficiency when going from parallel intra prediction of 2X parallelism to 8X parallelism.
Table 3. Summary RD results of Parallel Intra Prediction 8X vs. HM2.0 Anchor 
	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.4 
	0.3 
	0.3 
	0.5 
	0.4 
	0.3 

	Class B
	0.5 
	0.3 
	0.3 
	0.7 
	0.4 
	0.4 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.8 
	0.5 
	0.4 
	1.0 
	0.5 
	0.5 

	All
	0.3 
	0.2 
	0.2 
	0.4 
	0.2 
	0.2 

	Enc Time[%]
	103%
	104%

	Dec Time[%]
	101%
	101%


	 
	Random access
	Random access LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.2 
	0.1 
	-0.4 
	0.2 
	0.2 
	0.2 

	Class B
	0.3 
	0.1 
	0.1 
	0.3 
	0.2 
	0.1 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	 
	 
	 
	 
	 
	 

	All
	0.1 
	0.1 
	-0.1 
	0.2 
	0.1 
	0.1 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	101%


	 
	Low delay
	Low delay LoCo

	 
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	0.1 
	0.2 
	0.0 
	0.1 
	0.1 
	0.3 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.2 
	-0.1 
	0.8 
	0.2 
	0.4 
	0.1 

	All
	0.1 
	0.0 
	0.1 
	0.1 
	0.1 
	0.1 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%


Table 4. BD rates of Parallel Intra Prediction 8X vs. HM2.0 Anchor

	Sequences / Configurations


	Intra
	Intra LoCo
	Random

access
	Random

Access LoCo
	Low Delay
	Low Delay LoCo

	Class A

(4K crop)
	Traffic
	0.5
	0.7
	0.4
	0.5
	
	

	
	PeopleOnStreet
	0.9
	1.2
	0.4
	0.5
	
	

	
	Nebuta
	0.1
	0.1
	0.0
	0.0
	
	

	
	SteamLocomotive
	0.0
	0.1
	0.2
	0.0
	
	

	HD

(1080p)
	S03-Kimono
	0.1
	0.2
	0.1
	0.1
	0.0
	0.0

	
	S04-ParkScene
	0.3
	0.5
	0.3
	0.3
	0.0
	0.1

	
	S05-Cactus
	0.9
	1.2
	0.4
	0.4
	0.2
	0.2

	
	S06-BasketballDrive
	0.6
	0.8
	0.3
	0.4
	0.1
	0.3

	
	S07-BQTerrace
	0.3
	0.5
	0.2
	0.4
	0
	0.0

	720p

(1280x720)
	S16-vidyo1
	0.8
	1.0
	
	
	0.3
	0.1

	
	S17-vidyo3
	1.0
	1.2
	
	
	0.1
	0.4

	
	S18-vidyo4
	0.6
	0.9
	
	
	0.3
	0.1


4 Conclusion

We propose a parallel prediction unit, or PPU, for the HEVC HM design.  The parallel prediction unit supports the parallelization of intra-coded blocks within the PPU in a two step, parallel process.  Results show that the increased parallelization comes with little loss in coding efficiency.  Specifically, we observe an average loss of 0.0%-0.1% for inter coding scenarios.  We assert that this loss is negligible and well justified by the parallelization capability.  
Given this level of performance and the significance of parallelization for future standards, we request the JCT-VC adopt the parallel intra prediction method into the HM. 
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Fig. 1 - Illustration of Parallel Prediction Block of 8x8
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