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Abstract

In this contribution, a prediction-based quantization parameter (QP) derivation method is proposed. In practical applications, adaptive quantization scheme is generally employed and therefore efficient QP coding is important as well as sub-LCU level QP signaling. The proposed method introduces QP prediction using neighbors into the QP coding in HEVC. For intra-coded CUs, intra prediction information, namely intra prediction direction, is also employed for predicting QPs. It is reportedly shown that average coding gains by the proposed prediction-based QP derivation are 0.5 % for the intra high-efficiency configuration, 0.9 % for the intra low-delay configuration and up to 0.4 % for other configurations, when an adaptive quantization is employed and QP is signaled at CU level. It is also reported that no gain is achieved when QP is signaled at LCU level. Almost no additional complexity is introduced and no additional memory is required by the proposed method. It should be noted that the method proposed in this contribution does not leverage any temporal correlations and its coding efficiency is expected to be improved more by using temporal prediction. It is proposed that the QP coding issue is further studied in the context of Core Experiments.
1 Introduction

In the current common conditions [1], fixed quantization scheme is used, where all quantization parameter (QP) values are fixed within each frame. However, in real-world applications, adaptive quantization scheme is generally employed for subjective quality improvement and rate control purposes. For subjective quality improvement, perceptually-adaptive quantization technique where QPs are determined according to perceptual sensitivity for human visual system on each area is widely used. In order to achieve decent spatial granularity on QP adaptivity, the AVC standard allows QP signaling at macroblock (MB) level, i.e., 16x16-block level. Whereas, the current Working Draft (WD) of HEVC [2] supports only LCU-level QP signaling. Although LCU size can be defined as any size, the current common conditions define it as 64x64-block considering the balance between coding efficiency and complexity. Sub-LCU level QP signaling was then requested in some contributions presented at the 3rd and 4th JCT-VC meetings [3][4][5] and now studying QP signaling issues is one of mandates of Quantization AhG.
For better perceptually-adaptive quantization, efficient QP coding is important as well as QP signaling at appropriate level. When adaptive quantization technique is employed, bit amount for coding QPs is increased and bit amount for coding image content itself is then relatively reduced, due to increased frequency of QP change. When QP is signaled at finer level, more bits are consumed for coding QPs and hence QP coding efficiency becomes more important. Therefore the issue of QP coding efficiency should be addressed in the HEVC standardization activity, in addition to sub-LCU level QP signaling.
2 QP derivation based on coding order
According to the current WD, delta QP is signaled at LCU level, and QP is derived by adding the delta QP to previously-decoded/-coded QP. If sub-LCU level QP signaling is adopted to HEVC, this coding-order-based QP derivation may be used. This is same as the way in the previous video coding standards including AVC. However, supposing that perceptually-adaptive quantization is employed, this coding-order based QP derivation does not fully leverage available information.

In natural images, neighboring pixels are generally highly correlated both spatially and temporally. It is the reason why directional intra prediction and motion-compensated inter prediction help improve the coding efficiency. Since similar texture has similar perceptual sensitivity for human visual system, it can be said that neighboring areas have similar perceptual sensitivity. When perceptually-adaptive quantization is employed, QPs assigned to similar textures should be similar. As shown in Figure 1, although adjacent CUs/LCUs in coding order are spatially adjacent unless arbitrary CU/LCU coding order is applied, using only one adjacent CU/LCU is not enough to leverage information of neighboring areas, compared that intra/inter prediction in the current WD uses four or more spatially/temporally adjacent CUs/LCUs. In addition, the coding order is defined independently from spatial similarity.
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Figure 1: QP derivation based on coding order.
3 Prediction-based QP derivation
For more efficient coding of QPs, more neighboring CUs/LCUs should be employed. Based on this consideration, prediction-based QP derivation is proposed in this contribution.
One of the simplest solutions for predicting QP is to apply the median operator between three QPs of adjacent blocks, as done in motion vector prediction. Let X represent CU/LCU where QP is signaled, which is hereafter referred to as QP Signaling Unit (QPSU), A represent the left neighboring QPSU of X, and B represent the top neighboring QPSU of X, respectively. In addition, QPSU C is defined as follows.

· If the top-right neighboring QPSU is available, it is defined as QPSU C.

· Otherwise, if the top-left neighboring QPSU is available, it is defined as QPSU C.

· Otherwise, if the below-left neighboring QPSU is available, it is defined as QPSU C.

Predicted QP pQMed(X) of the QPSU X using median operation is derived as:
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where Q(N) is the QP value of the neighboring QPSU N if available, with N being replaced by A, B, or C. If QPSU N is not available, Q(N) is the Slice QP value. The QP of the QPSU X can be then derived in the same manner as in the current WD, that is,

[image: image3.wmf](

)

(

)

(

)

X

dQ

X

pQ

X

Q

+

=

Med

Med


where dQ(X) is delta QP signaled at each QPSU.
Thus, more spatially neighboring areas are employed for QP prediction and coding efficiency of QPs is expected to be improved. It should be also noted that there is no need for additional memory to find QP of adjacent QPSUs, since QPs are necessary for loop filtering process following after CU decoding process. However, for intra-coded CUs, even more information can be employed for leveraging similarity between spatial neighbors, without additional storage. For intra prediction process, intra prediction direction should be selected so that the set of neighboring pixels derived from the direction is the most similar to the current block. Since similar texture has similar perceptual sensitivity for human visual system, QP assigned to pixels used for the prediction source is also appropriate for the current block. In order to avoid unnecessarily complex operations for QP prediction, a simple directional QP prediction based on intra prediction direction is proposed in this contribution.

The proposed QP prediction is defined as:
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where O(X) is derived as follows.

· If the top-left CU in QPSU X is not an intra-coded CU, O(X)=0.

· Otherwise, if luma intraPredMode of top-left PU in QPSU X is Intra_Vertical, O(X)=9.

· Otherwise, if luma intraPredMode of the top-left PU in QPSU X is Intra_Horizontal, O(X)=25.

· Otherwise, if luma intraPredMode of the top-left PU in QPSU X is Intra_Angular, O(X)=intraPredOrder, where intraPredOrder is defined in Table 8-6 in the WD [2].

· Otherwise, O(X)=0.
The QP of the QPSU X is then derived as follows.
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4 Adaptive quantization
Some adaptive quantization is necessary for testing coding efficiency of QPs. An adaptive quantization algorithm based on that employed in MPEG-2 Test Model 5 (TM5) is introduced in this contribution. The adaptive quantization algorithm in TM5 is based on the fact that human visual system is more sensitive to distortions in smooth areas than to those in complex textures. The algorithm described here is same as the method employed in [4][5], except that activity value is normalized with the average activity of the current frame at each depth instead of that of the previous frame, to ensure one-pass encoding without any analysis delay.
Given that L is Log2MaxCUSize and pk(d, j, i) is kth pixel in ith block in four partitions of QPSU j at depth d, activity Anorm(d, j) of QPSU j at depth d is derived as:
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Activity of each QPSU is normalized within a frame as follows.
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where NQPSU(d) is the number of QPSUs at depth d within a frame.
Using the normalized activity Anorm, QP of each QPSU is calculated as:
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where Qbase is originally assigned QP before applying adaptive quantization, that is, frame-level QP in the current common conditions.
5 Experiments

5.1 Test conditions

The proposed prediction-based QP derivation algorithm has been implemented into the HM 2.0 software. For conducting experiments, following features have also been integrated:

A) Modified delta QP syntax proposed in JCTVC-D258 [6]

B) The AVC-style QP derivation
C) Sub-LCU level QP signaling proposed in JCTVC-D038[3]

D) Adaptive quantization described in Section 4

The item (C) is needed for showing importance of efficient QP coding when QP is signaled at finer level.

Simulations were conducted according to common test conditions [6], except that, at encoder side, a perceptually-adaptive quantization described in Section 4 is applied. All six test conditions defined in [6] were used in experiments. As for test conditions, the following notation conventions are used here.
· AI-HE: Intra, high efficiency

· AI-LC: Intra, low complexity

· RA-HE: Random access, high efficiency

· RA-LC: Random access, low complexity

· LD-HE: Low delay, high efficiency

· LD-LC: Low delay, low complexity
The proposed prediction-based QP derivation algorithm was tested against AVC-style QP prediction. Another QP prediction using only the median predictor pQMed() was additionally tested in order to check the effectiveness of intra-direction-based prediction. As for QP signaling level, following two conditions were tested.
· LCU-level signaling: Delta QPs are signaled at 64x64 CU.
· CU-level signaling: Delta QPs are signaled at every CU, i.e., 8x8 CU at minimum.
5.2 Computing platforms

Our computing platforms used for the experiments are shown below.
· OS: Windows 7 Professional 64-bit

· CPU: Intel Xeon X5680 3.46GHz, 6 physical cores x 2 CPUs (12 cores in total)

· Memory: 32GiB

Platform A) This platform used for random access configurations
· OS: Windows 7 Professional 64-bit

· CPU: Intel Core i7 930 2.80GHz, 4 physical cores

· Memory: 12GiB

The platform A was used for testing with the conditions AI-HE, AI-LC, LD-HE and LD-LC. The platform B was used for testing with the conditions RA-HE and RA-LC. In the platform A and B, up to 12 and 4 processes were run at the same time, respectively. Since these CPUs have automated over-clocking functionality, individual time can be significantly varied.
5.3 Results

As coding efficiency measure, 4-point BD-Rates against anchors were computed. As complexity measure, relative encoding and decoding times against anchors were computed. Tables 1-6 and 7-12 show the summary of simulation results with CU-level QP signaling and with LCU-level QP signaling, respectively. In each table, “Median-only” column shows results for QP prediction using only the median operator and “Proposed” column shows results for the proposed QP prediction, that is, QP prediction using intra luma prediction direction as well as the median operator. More detailed results are shown in the attached spreadsheets.

These results are summarized as follows.

· When QP is signaled at CU level, the proposed prediction-based QP derivation can improve coding efficiency of QPs. For intra conditions, intra luma prediction successfully helps improve coding efficiency of QPs more, although median-only prediction can also improve coding efficiency of QPs. Additional complexity introduced by the method is negligible.

· When QP is signaled at LCU level, no gain is achieved.
It can be concluded that the proposed method is effective in that QPs are efficiently coded when sub-LCU QP signaling is enabled. Though its gain is limited, almost no additional complexity is introduced. It should be noted that the method presented in this contribution does not leverage any correlations between temporal neighbors. By using motion information of inter-coded CUs, coding efficiency is expected to be improved more.
Table 1: Results for AI-HE configuration when QP is signaled at CU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.1 
	-0.1 
	-0.1 
	-0.2 
	-0.3 
	-0.4 

	Class B
	-0.1 
	-0.2 
	-0.3 
	-0.4 
	-0.5 
	-0.5 

	Class C
	-0.3 
	-0.4 
	-0.4 
	-0.5 
	-0.6 
	-0.6 

	Class D
	-0.4 
	-0.4 
	-0.4 
	-0.5 
	-0.6 
	-0.5 

	Class E
	-0.4 
	-0.5 
	-0.6 
	-0.9 
	-0.9 
	-1.0 

	All
	-0.2 
	-0.3 
	-0.3 
	-0.5 
	-0.5 
	-0.6 

	Enc Time[%]
	101%
	100%

	Dec Time[%]
	101%
	100%


Table 2: Results for AI-LC configuration when QP is signaled at CU level.

	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.2 
	-0.6 
	-0.8 
	-0.4 
	-1.1 
	-1.3 

	Class B
	-0.2 
	-0.8 
	-0.9 
	-0.8 
	-1.3 
	-1.5 

	Class C
	-0.6 
	-0.9 
	-1.0 
	-0.9 
	-1.3 
	-1.3 

	Class D
	-0.5 
	-1.0 
	-0.9 
	-0.8 
	-1.3 
	-1.2 

	Class E
	-0.8 
	-1.8 
	-1.7 
	-1.7 
	-2.7 
	-2.6 

	All
	-0.3 
	-1.0 
	-1.0 
	-0.9 
	-1.5 
	-1.5 

	Enc Time[%]
	100%
	102%

	Dec Time[%]
	99%
	100%


Table 3: Results for RA-HE configuration when QP is signaled at CU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.2 
	0.2 
	0.3 
	0.0 
	0.0 
	0.0 

	Class B
	-0.1 
	-0.2 
	-0.3 
	-0.2 
	-0.2 
	-0.4 

	Class C
	-0.4 
	-0.5 
	-0.6 
	-0.5 
	-0.6 
	-0.7 

	Class D
	-0.3 
	-0.5 
	-0.5 
	-0.4 
	-0.6 
	-0.3 

	All
	-0.2 
	-0.2 
	-0.3 
	-0.3 
	-0.3 
	-0.4 

	Enc Time[%]
	99%
	97%

	Dec Time[%]
	95%
	94%


Table 4: Results for RA-LC configuration when QP is signaled at CU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.4 
	-0.2 
	-0.5 
	0.1 
	-0.4 
	-0.7 

	Class B
	-0.1 
	-0.6 
	-0.7 
	-0.3 
	-0.9 
	-1.0 

	Class C
	-0.6 
	-0.9 
	-1.0 
	-0.7 
	-1.1 
	-1.0 

	Class D
	-0.5 
	-1.0 
	-0.8 
	-0.5 
	-1.0 
	-0.9 

	All
	-0.2 
	-0.7 
	-0.7 
	-0.4 
	-0.8 
	-0.9 

	Enc Time[%]
	99%
	100%

	Dec Time[%]
	99%
	99%


Table 5: Results for LD-HE configuration when QP is signaled at CU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class B
	0.0 
	-0.3 
	-0.2 
	0.0 
	-0.3 
	-0.2 

	Class C
	-0.3 
	-0.4 
	-0.4 
	-0.4 
	-0.4 
	-0.3 

	Class D
	-0.3 
	-0.2 
	-0.1 
	-0.2 
	-0.1 
	0.1 

	Class E
	0.1 
	0.1 
	-0.8 
	0.1 
	-0.6 
	-0.2 

	All
	-0.1 
	-0.2 
	-0.3 
	-0.2 
	-0.4 
	-0.1 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%


Table 6: Results for LD-LC configuration when QP is signaled at CU level.

	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class B
	0.2 
	0.0 
	0.0 
	0.2 
	0.0 
	-0.1 

	Class C
	-0.3 
	-0.7 
	-0.6 
	-0.4 
	-0.8 
	-0.6 

	Class D
	-0.2 
	-0.5 
	-0.3 
	-0.2 
	-0.3 
	-0.4 

	Class E
	0.3 
	-0.5 
	0.1 
	0.2 
	-0.7 
	0.0 

	All
	0.0 
	-0.4 
	-0.2 
	0.0 
	-0.4 
	-0.3 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%


Table 7: Results for AI-HE configuration when QP is signaled at LCU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class B
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.0 
	0.0 
	-0.1 
	-0.1 
	0.1 
	-0.1 

	All
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Enc Time[%]
	101%
	101%

	Dec Time[%]
	101%
	103%


Table 8: Results for AI-LC configuration when QP is signaled at LCU level.

	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class B
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.0 
	0.0 
	0.0 
	-0.1 
	-0.1 
	-0.1 

	All
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Enc Time[%]
	99%
	100%

	Dec Time[%]
	100%
	100%


Table 9: Results for RA-HE configuration when QP is signaled at LCU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.2 
	0.0 
	0.1 
	0.2 
	0.1 
	0.1 

	Class B
	0.1 
	0.0 
	0.0 
	0.1 
	0.0 
	0.1 

	Class C
	0.1 
	0.0 
	0.1 
	0.1 
	0.0 
	0.1 

	Class D
	0.1 
	0.0 
	0.2 
	0.1 
	-0.1 
	0.0 

	All
	0.1 
	0.0 
	0.1 
	0.1 
	0.0 
	0.1 

	Enc Time[%]
	100%
	101%

	Dec Time[%]
	99%
	101%


Table 10: Results for RA-LC configuration when QP is signaled at LCU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class A
	0.3 
	0.0 
	0.0 
	0.3 
	0.0 
	0.1 

	Class B
	0.3 
	0.0 
	0.0 
	0.3 
	0.0 
	0.1 

	Class C
	0.2 
	0.2 
	0.1 
	0.1 
	0.1 
	0.1 

	Class D
	0.2 
	-0.1 
	0.0 
	0.2 
	-0.1 
	0.0 

	All
	0.2 
	0.0 
	0.0 
	0.2 
	0.0 
	0.1 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	102%
	102%


Table 11: Results for LD-HE configuration when QP is signaled at LCU level.
	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class B
	0.2 
	-0.1 
	-0.5 
	0.3 
	-0.1 
	-0.4 

	Class C
	0.1 
	0.1 
	0.0 
	0.1 
	0.3 
	-0.1 

	Class D
	0.2 
	0.1 
	0.0 
	0.2 
	-0.2 
	0.0 

	Class E
	0.2 
	0.3 
	-1.0 
	0.3 
	0.2 
	-0.7 

	All
	0.2 
	0.0 
	-0.3 
	0.2 
	0.0 
	-0.3 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	100%
	100%


Table 12: Results for LD-LC configuration when QP is signaled at LCU level.

	
	Median-only
	Proposed

	
	BD-Rates %
	BD-Rates %

	
	Y
	U
	V
	Y
	U
	V

	Class B
	0.5 
	0.2 
	0.6 
	0.5 
	0.2 
	0.3 

	Class C
	0.3 
	0.2 
	0.3 
	0.2 
	0.0 
	0.1 

	Class D
	0.4 
	0.3 
	0.3 
	0.4 
	0.4 
	0.0 

	Class E
	0.3 
	0.0 
	0.2 
	0.3 
	-0.3 
	0.3 

	All
	0.4 
	0.2 
	0.4 
	0.4 
	0.1 
	0.2 

	Enc Time[%]
	100%
	100%

	Dec Time[%]
	101%
	101%


6 Conclusions
In this contribution, a prediction-based QP derivation method is proposed. In practical applications, adaptive quantization scheme is generally employed and therefore efficient QP coding is important as well as sub-LCU level QP signaling. The proposed method introduces QP prediction using neighbors into the QP coding in HEVC. For intra-coded CUs, intra prediction information, namely intra prediction direction, is also employed for predicting QPs. Experimental results have shown that average coding gains by the proposed prediction-based QP derivation are 0.5 % for the intra high-efficiency configuration, 0.9 % for the intra low-delay configuration and up to 0.4 % for other configurations, when an adaptive quantization is employed and QP is signaled at CU level. It is also reported that no gain is achieved when QP is signaled at LCU level. It has been also shown that no gain is achieved when QP is signaled at LCU level. Almost no additional complexity is introduced and no additional memory is required by the proposed method. It should be noted that the method proposed in this contribution does not leverage any temporal correlations and its coding efficiency is expected to be improved more by using temporal prediction. It is proposed that the QP coding issue is further studied in the context of Core Experiments.
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