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Abstract

Two intra coding tools, RSQ and BCIM, have been presented for coding screen contents using AVC framework in JCTVC-B084 and TMuC0.7 in JCTVC-C276. In this document, a lossless LZ tool based on LZMA is presented to further improve screen image coding. Besides, the previous two tools are extended to inter-frame coding and corresponding tools are developed accordingly to improve the coding efficiency of screen videos. The coding performances of them in HM2.0 are tested for intra coding and low delay cases.
1 Introduction

Screen contents refer to images/videos generated/rendered by computers or some other electronic devices, e.g., mobile phone. As these contents are used widely, it becomes important to record, store and transmit them. To handle well these contents can also help many applications and even enable new application scenarios. For example, some application scenarios are listed below.
· Remote desktop

· Desktop sharing

· Video conferencing

· Game video

· Demo recording

· Remote education

· Gaming on demand, e.g., onlive.com
· …

Thus far in the HEVC project, the focus has been on video content that was generated by video cameras, although it is clear that screen content is also an important video source. We would like to point out that that the HEVC requirements [8][9] apply to video coding in general for a wide range of applications – not just video from camera sources. We suggest a greater focus on screen content in the further work on the HEVC project. 

Unlike natural images/video, screen contents may not be very smooth. They usually have totally different statistics. For text or graphics contents, it is much sharper and with high contrast. Because of the high contrast, any little artifact may be perceived by users. Thus, coding for screen contents usually require a very high fidelity of the decoded video.

In JVTVC-B084 [1] and JVTVC-C276 [2], we have showed that by integrating two new modes into AVC, the coding performance for screen content can be much improved. In this document, besides those two modes, we integrate a lossless dictionary based compression mode using LZMA into HM framework. The coding performance for screen contents is further improved. Besides, three inter coding tools are developed to improve the coding efficiency of screen videos, which can be seen as an extension of the two modes in [2]. It will be shown that by integrating these tools, the coding performances of screen video contents with special types of motions are much improved. The coding tools for intra coding and inter coding will be introduced in Section 2 and 3 respectively.
2 New coding tools for screen intra coding

In this section, we revisit two new coding tools for screen image coding, one is Residual Scalar Quantization (RSQ) and the other is Base Colors and Index Map (BCIM). A lossless LZ coding tool is described. They are implemented based on the block (or coding unit) structure. Thus, it is easy to integrate the new tools into the current coding scheme by adding three additional intra coding modes. In the following, we will briefly introduce them. More details about RSQ and BCIM modes can be found in [3].

2.1 Residual scalar quantization (RSQ)

In the RSQ mode, directional prediction is also used for each block to generate the prediction residue. After the intra prediction, different from the current intra coding modes, no transform is applied on the residue. Instead, the quantization is directly applied on the residual signals, similar to APEC [4] used in KTA inter block coding. For text/graphics contents, usually the signal in spatial domain is sparser than that in transform domain. It will decrease the coding efficiency if transform is still performed on such contents. We also use the same direction setting when performing intra prediction. Since no transform is performed, the residual quantization and sample reconstruction can be done pixel by pixel within a block in this scheme. The reconstructed pixels from the former row or column can be used for the prediction of the pixels in the current row or column. The use of intra block reconstructed pixels for prediction is based on the assumption that the shorter the prediction distance is, the stronger the correlation will be.  
2.2 Base colors and index map (BCIM)

Having limited colors but complicated shapes is another property of the text and graphics parts on screen images. Such text/graphics blocks can be expressed concisely by several base colors together with an index map. It is somewhat like color quantization that is a process of choosing a representative set of colors to approximate all the colors of an image [5]. In the BCIM mode, we ﬁrst get the base colors of a block by using a clustering algorithm. All the base colors constitute a base color table. Then, each sample in the block will be quantized to its nearest base color. The index map indicates which base color is used by each sample. Different from color quantization, each text/graphics block, but not an entire image, has its own base colors and an index map for representation in our scheme. Thus, it is content adaptive for each block. In addition, since the base color number of a block is small, fewer bits are required to represent each mapped index.

In this mode, there are several key problems to solve. First, base colors should be chosen to well represent a block. Second, after base colors are selected, there should be an efficient entropy coding method to code the base colors and index map. If the coding method has been decided and is good enough, the problem is then simpliﬁed as the searching of the best base colors for that block. In this mode, we use dynamic programming to not only achieve the global optimal partition but also avoid intensive computation caused by clustering of multiple times and the iterative updating. The best base color number is decided in the rate-distortion sense. To represent a block, we need to encode the base colors and index map into the bitstream. Instead of using the binarization schemes in AVC, such as Exp-Golomb, the base color number, values and remapped indexes are all simply expressed by their binary format. The context setting for the index map coding is shown in Fig. 1. We take the number of base colors to be 4 as an example. In such a case, there will be 15 basic patterns of the neighboring indexes, as {AAAA, AAAB, AABA, ABAA, BAAA, AABB, ABAB, ABBA, AABC, BAAC, BCAA, ABAC, ABCA, BACA, ABCD}, where A, B, C and D stand for indexes that have been sorted by their occurrences. Thus, there will be 15 contexts for coding the current index. We also remap the current index to 0, 1, 2 or 3 when the current index equals to A, B, C or D before the entropy encoding.
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Fig. 1. The neighboring indexes as contexts of the current index.
2.3 LZ lossless (LZ)

For text/graphics contents, the same or similar patterns usually appear repeatedly in the same image. This information can be utilized to help the compression. In the LZ mode, LZMA, as the-state-of-the-art LZ77 dictionary based compression scheme, is taken to compress the text/graphics losslessly. Rate-distortion optimization is adopted to determine whether the large coding unit is coded with the LZ mode or other modes. To compress with LZMA, the square coding unit is scanned to be one dimensional signal. For the text/graphics contents, the long matching string usually can be found from the history dictionary. The coded content using LZ will update the dictionary as the coding proceeds.

Instead of using gzip or PNG as the lossless coding tool as proposed in [6][7], we adopt LZMA for its good coding performance. LZMA is modified to be applicable to the block based compression. In LZMA, hash tables are maintained for the fast searching in the dictionary. When the large coding unit is decided to take the mode other than the LZ mode, the hash tables and the coding states should recover to the states before the coding of this block. To avoid the recovering of hash tables, the updating of them can be only performed in the real coding. In the rate-distortion optimization procedure, the contents within the coding unit are not hashed. As a remedy, the full search or some local hash tables can be adopted for the referring of contents within the coding unit.    

3 New coding tools for screen inter coding 
Similar to the text/graphics blocks in intra-frame coding, the motion-compensated residues on text/graphics parts in screen video tend to have limited colors, sharp edges and spatial compactness. They show strong sparsity in the residue domain rather than in the frequency domain. Therefore, traditional transform-based coding is not efficient for them. In addition, in screen video content, there are some other types of motion, which does not comply with the traditional translation motion model, such as text/graphics font or background color changes. These special types of motion require new designs for compound video coding. Therefore, three new coding tools are proposed in this document to improve the coding efficiency of screen video content. They can be seen as an extension of the two intra coding tools to compound video coding. The first one is the motion compensation aided base color and index map (MCA-BCIM) approach. The other two are motion-compensated residue base color and index map (MCR-BCIM) and motion-compensated residue scalar quantization (MC-RSQ). They all exploit both temporal correlations and the spatial correlations within text/graphics blocks.
3.1 Motion Compensation Aided Base Color and Index Map (MCA-BCIM)

In text/graphics editing scenario, there is often need to change the font colors. Meanwhile, the target text/graphics need to be selected first, resulting in local/global background color change. These two activities will produce non-translational changes among successive frames, where some pixels change dramatically while others only have tiny changes. However, similar pixels tend to have similar changes, i.e., the structure of the block doesn’t vary much between reference and current frames. The conventional inter-frame coding by motion compensation can apparently generate large residues in this case. Although the two intra modes RSQ and BCIM are efficient to code text/graphics parts, they are not taking the strong inter-frame correlations into account. 

The main idea of the MCA-BCIM approach is to represent the current block by several base colors and decrease the overheads of pixel indices into the color table by using information from the reference block. To achieve this goal, one possible way is to do clustering on the reference block and use the resulting classification for the current block. Pixels in the same partition are then represented by a base color. However, clustering on the reference block can bring much complexity on the decoder, which is usually unbearable. Besides, the structural information for reference and current blocks may not exactly match each other, i.e. the classification given by clustering on the reference block is not accurate enough for the current block. Considering these circumstances, we choose to use one of the most conservative and fastest classifications on the reference block, where pixels with approximately the same value are classified into one partition, and then perform clustering on the current block based on the classification results of the reference block. 

The reference block according to their reconstructed pixel values. The range [0, 255] is equally divided into L (N<=L) parts by an interval S, S=256/L, and pixels within the same part are classified into a group. S is quantization parameter (QP) adaptive. This classification by N groups is then applied to the current block according to pixel positions. Then a dynamic programming based clustering similar to that in [3] is performed on the current block to converge the N groups into M groups (M<=N). Pixels in the same group are then represented by their representative color. For all M groups, M base colors are transmitted in the bitstream. The best color number M is chosen by minimizing the rate-distortion cost.under zero motion is first classified into N groups 
Since the clustering performed on the current block is based on the initial classification on the reference block, which can be easily obtained at the decoder, there is only need to transmit the mapping between the N and M groups given by N indices rather than indices into the base color table for all pixels of the current block. Given that the text/graphics parts have limited number of colors, N is usually no greater than 32 and therefore only 0~32 indices need to be coded. Compared with the intra coding mode BCIM, for which there are 64 and 256 indices for the index map of 8x8 and 16x16 blocks, large rate reduction is achieved by using temporal correlations. More bits can be saved by the fact that most of the time the N indices are in an ascending order. In addition, although N can be obtained from the reconstructed reference block, instead we choose to transmit it to the decoder for better error resilience.

The base color number M and base colors also need to be transmitted. The context-adaptive arithmetic coding (CABAC) is adopted to code them. Since the base colors consume most of the bits required, some techniques are used to reduce the rate. One is to quantize them on large blocks. Another is to only transmit one bit if the color table is the same as that in upper or left neighboring blocks, since the text/graphics foreground/background color changes usually happen to a successive area. Possibly there is another one bit to indicate if the color table is the same as the upper or the left one.

3.2 Motion-Compensated Residue Base Color and Index Map (MCR-BCIM)

For text/graphics blocks in P/B frames, although the BCIM mode can exploit spatial correlations well, they do not use the information from reference frames, which can often be useful even for blocks with new objects. One case is text/graphics to appear on still natural images with textures, which happens frequently in slides show scenario. Consequently, the MCR-BCIM approach is proposed to exploit both inter-frame correlations and spatial correlations within text/graphics residue blocks with limited colors. It performs motion compensation first on the current block and then represents the predicted residue block by several base colors and an index map into the color table. The idea of how to find the base color and index map for residues in rate-distortion sense is similar to the BCIM approach. One more thing to note is that since in most cases there is no motion in compound video, the MCR-BCIM approach is only implemented under zero motion.

3.3 Motion-Compensated Residue Scalar Quantization (MC-RSQ)

Since the motion-compensated residues on text/graphics parts have a more compact representation in spatial domain than in the frequency domain, it is more efficient to compress them directly in the spatial domain. Therefore, the motion compensated residues are directly quantized using the method in [4], which is a sort of dead-zone plus uniform threshold quantization. To indicate whether transform is performed or not on a residue block, one flag is coded for each TU block. This overhead can be further reduced by transmitting only flags of blocks with nonzero values.
4 Experimental results

4.1 Intra-frame Coding
We have integrated the RSQ, BCIM and LZ modes into HM2.0 software and use several screen images to test its performance.
The RSQ modes are performed on the TU, with size ranging from 32x32 to 4x4. RSQ modes are tested for directions except DC. A flag is utilized to identify whether the mode is the original mode in HM or the proposed mode. The BCIM modes are performed on the PU, with block sizes ranging from 32x32 to 4x4. It reuses the DC prediction flag and a flag is utilized to distinguish it from the original mode in HM. The LZ modes are performed on the largest CU. For simplicity, we have not extended the LZ mode to flexible block sizes.    
The images of size 1280x1024 and the coding results are shown in Fig. 2, Fig. 3, Fig. 4 and Fig. 5. Other new test images are shown in Fig. 6 ~ Fig. 8. Qps are set from 47 to 7 with step of 10. The loopfilter is disabled. The curve marked by HM2.0 is the coding results of HM2.0. The results after integrating only one mode RSQ, BCIM or LZ are marked by RSQ, BCIM or LZ respectively. The results after integrating RSQ and BCIM together are marked by RSQ + BCIM. The results with all proposed tools integrated are marked by RSQ + BCIM + LZ. As we can see, the coding gain can be over 10dB by utilizing the RSQ and BCIM coding tools for some test images. For the image of Mix in Fig. 3, another 1dB is obtained at middle bit rate due to the LZ mode. For the image Files as shown in Fig. 2 and Word as shown in Fig. 6, after integrating the LZ mode, significant gain are obtained at middle and high bit rates. 
Actually, the loopfilter filter will decrease the coding performance for the screen images. As shown in Fig. 9, when the loopfilter is enabled for the proposed scheme, great loss will be brought as shown by the curve marked as RSQ + BCIM + LZ loopfilter. We propose to skip the loopfilter for the blocks which choose the proposed modes or when one of its neighboring modes chooses the proposed mode. The curve is marked by RSQ + BCIM + LZ loopfilter (skip). However, there is still gap compared with that where the loopfilter is not performed on at some Qps. That because the directional prediction in HM can handle some screen contents well. For those contents, filtering is still taken.    
At the encoder, after integrating RSQ and BCIM modes, the time complexity is increased about 40%. For the LZ mode, if the full search within the coding unit is not taken, the time complexity incensement is negligible. At the decoder, the time complexity is decreased since no transform is taken for all the proposed modes. 
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Fig. 2. (a) screen image Files, and (b) coding performance comparison.
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Fig. 3. (a) screen image Mix, and (b) coding performance comparison.
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Fig. 4. (a) screen image Webpage, and (b) coding performance comparison.
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Fig. 5. (a) screen image Slide, and (b) coding performance comparison.
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Fig. 6. (a) screen image Word, and (b) coding performance comparison.
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Fig. 7. (a) screen image Web, and (b) coding performance comparison.
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Fig. 8. (a) screen image Slides, and (b) coding performance comparison.
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Fig. 9. The effect of loopfilter

4.2 Inter-frame Coding

The three modes, MCA-BCIM, MCR-BCIM and MC-RSQ, have been integrated into HM2.0 software to evaluate their performances. The first two are implemented at the CU level with zero motions and the last one is performed at the TU level. The results are obtained under the lowdelay configuration. QPs are set to 22, 27, 32 and 37. 
Two compound video sequences captured from screen are used for illustration. One is Editing_1280x800_10Hz with 400 frames, captured in a text editing scenario, where there are activities such as file open, browsing, font size/color changes, etc. The second is Slide_1024x768_20Hz with 100 frames, captured in a slide show scenario, with text/graphics illustration on a natural image background.
The coding performances are depicted in Fig. 10. The curves marked by “HM2.0” show the results of HM2.0. The curves marked by “HM2.0+IntraBCIM+IntraRSQ” denote the results of HM2.0 integrated with the two intra coding modes, BCIM and RSQ. The ones marked by “HM2.0+IntraBCIM+IntraRSQ+InterModes” denote the results of HM2.0 integrated with not only the BCIM and RSQ intra coding modes but also the three proposed inter coding modes. 
We can see that by integrating the two intra coding modes, the coding performance is much improved. When integrating the three inter coding modes, the performance is improved further. There are up to 1.8db gain compared to “HM2.0+IntraBCIM+IntraRSQ” and 4db gain compared to “HM2.0” on Editing_1280x800_10Hz. It can also be seen that the gain by inter modes is less than that by intra modes. The reason is that there are many new objects coming in/out in screen video sequences when there are activities such as window switching and web/file browsing. Such new contents tend to choose the intra modes.
As for the complexity, the encoding time increases about 20%-40% when integrating the two intra modes and three inter modes without any speed optimization. At the decoder, the complexity hardly increases since parameters are sent to the decoder in these tools.
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Fig. 10. Coding performance comparison for inter coding.
5 Conclusions

In this document, we have shown some results of applying three intra coding tools and three inter coding tools to HM software. The coding performance for screen contents is significantly improved.
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