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Abstract

This report presents results for Combined Intra Prediction (CIP) and its integration with Parallel Intra Prediction (PIP) in HM2.0. The presented approach is primarily in the context of CE6 Intra Prediction Improvement [D606] category (b) on Short Distance Intra Prediction, and also incorporates concepts from CE6 category (d) on Parallel Intra Coding.

The results show that applying CIP in intra configurations provides a gain of 0.2 % (HE) and 0.4 % (LC) Y BD-rate (0.3 % and 0.5 % YUV BD-rate) on average, without noticeable increase in complexity, compared to HM2.0. The gain is larger for higher resolutions, e.g. the average gain for Class A is 0.4 % (HE) and 0.8 % (LC) Y BD-rate.

PIP has also been integrated into HM2.0 and CIP has been used as an additional prediction tool for blocks coded with PIP. This integrated approach has been tested for 2x parallelism. The results for PIP, without CIP, from JCTVC-E315 show small losses in coding efficiency. The results from this report demonstrate that by providing additional prediction options, CIP almost completely compensate for losses introduced by PIP (average 0.2 % loss in BD-rate with PIP with CIP). Moreover, when additional rate-distortion optimization searches are allowed at the encoder (higher complexity of the encoder), CIP can further improve the performance of the integrated tool, with the highest average gains observed for Class A 1.6 % Y BD-rate (LC).
1 Combined Intra Prediction (CIP)
CIP was part of BBC's response to the Call for Proposals [A125]. In later studies [C213] using TMuC 0.7 it was shown that CIP can contribute to the BD-rate gains with around 1 % in intra settings, with all other tools used in the same test (e.g. ROT, planar, full RQT,...). [D191] presents various flexible implementations of (CIP) in TMuC 0.9, in the context of CE6. The presented approach enables selection of CIP settings of different complexities. A selection of CIP settings has been evaluated: without noticeable increase in complexity, compared to TMuC 0.9, the average BD-rate gain for all intra coded sequences is 0.3 % and 0.7 % for the high-efficiency and low-complexity configurations, respectively. While the gain is negligible for lower resolutions, on higher resolutions it is larger - e.g. the average gain for Class A is 1.2 % and 2.4 % for the high-efficiency and low-complexity configurations, respectively. [D191] also discusses parallelizable CIP implementation.
CIP comprises a weighted combination of an angular (closed-loop) prediction together with a local mean prediction (open-loop prediction, OLP). The local mean is constructed as the average of the selected neighboring pixel values. The selected values are defined by an OLP template. 
2 Parallel Intra Prediction (PIP)
The concept of a parallel prediction unit (PPU) within the HM design has been proposed in [B112]. The goal of the parallel prediction unit is to define a group of pixels that are intra-coded, and where the intra-coding may be done in a parallel fashion. Parallelization is achieved by partitioning the intra-coded blocks into two sets. Blocks in the first set are predicted in parallel using available pixels outside PPU; blocks in the second set are also predicted in parallel using available pixels outside the PPU as well as pixels from the first set of blocks. [D074] reported implementation and results of parallel intra coding into TMuC 0.9, showing 0.3 % loss in coding efficiency when the PPU is 16x16 (parallel processing of its 4x4 blocks).
In JCTVC-E315, Sharp proposed parallel intra prediction schemes with 2x parallelism and 8x parallelism. Fig. 1 shows an 8x8 parallel prediction block for the 2X PIP case. The four sub-blocks are partitioned into two sets. The prediction order is changed from 0,1,2,3 to [1,2] and [0,3], where [1,2] are assigned to the first set, [0,3] are assigned to the 2nd set, and [ ] denotes they are processed in parallel. 
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Figure 1 Illustration of Parallel Prediction Block of 8x8 [E315]
3 CIP for PIP
Parallel processing of multiple blocks imposes some limitations on prediction strategy from neighboring blocks. Therefore CIP for PIP is proposed, with a goal to improve prediction of PIP blocks using prediction from neighboring pixels from the current block (open loop prediction component of CIP).

When CIP is used on a block, for each pixel value within that block the open-loop prediction component is predicted from the values in the OLP template. Fig. 2 shows some examples of different OLP templates [D191].
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Figure 2 Examples of open-loop prediction templates for prediction of pixel values marked with X
While the template from Fig. 2(a) enables averaged prediction from 3 directions, as used in [C213], other OLP templates can also be used. For example, when the pixels from above or from left are not available for prediction, which is always the case for border pixels of PPUs in Set 1 of PIP, restricted templates can be used. In CIP for PIP implementation for HM2.0, the template from Fig. 2(b) is used for block “2” in Fig. 1(a), and the template from Fig. 2(c) is used for block “1” in Fig. 1(a).

For blocks for which none of the pixels from neighboring blocks is available for prediction, a simple DC prediction for top-left pixel is used, followed by an adaptive OLP template.
4 Experimental set-up and BD-rate results
The results are presented in comparison to HM2.0 and negative BD-rate values indicate gain introduced using tested method. In addition to the commonly used Y, U and V BD-rates, we also use YUV BD-rate, computed from the averaged PSNR_YUV, which is computed as (6 ( PSNR_Y + PSNR_U + PSNR V) / 8 [D040]. 

First, the results for single tools integrated in HM2.0 are presented. Table 1 shows results for PIP, 2x parallelism, as presented in [E315]. The results of the performance of CIP only are summarized in Tables 2 and 3.
CIP is used with 2 of its possible settings [D191]
· low complexity CIP

This setting applies CIP by default on selected PUs (under certain block size), which does not increase the RD search complexity
· medium complexity CIP

This setting involves RD search with and without CIP within the current luma PU. This setting can be configured to provide various trade-offs between higher complexity and higher gain, and lower complexity and lower gain performances
In our implementation the choice of CIP settings can be defined for each slice type and is controlled with 4 macros.

As in [D191], two tests for CIP only show that the flexible implementation of CIP can provide a trade-off between encoder’s complexity and the performance in terms of the BD-rate.

Table 1 Results for 2x PIP [E315]
	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate

	Class A
	0.4 
	0.3 
	0.3 
	0.3 
	0.5 
	0.4 
	0.3 
	0.5 

	Class B
	0.4 
	0.2 
	0.3 
	0.4 
	0.6 
	0.3 
	0.3 
	0.5 

	Class C
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 
	0.0 

	Class E
	0.7 
	0.4 
	0.4 
	0.6 
	1.0 
	0.5 
	0.5 
	0.9 

	All
	0.3 
	0.2 
	0.2 
	0.3 
	0.4 
	0.2 
	0.2 
	0.4 

	Enc Time[%]
	103%
	
	102%
	 

	Dec Time[%]
	102%
	
	101%
	 


Finally the integrated approach is used, where CIP is applied in its low complexity setting and medium complexity setting. Additionally, for both tested CIP settings, CIP is applied on all Set 1 blocks of PPU. Tables 4 and 5 summarize the results. Without increase of complexity, the performance of PIP can be improved using CIP. Moreover, with more complex setting the CIP is capable to further improve the results of HM2.0 that uses parallel intra prediction.
The increased encoder complexity for the test with medium complexity CIP (Tables 3 and 5), compared to the anchor, is due to the RD search. When CIP is applied in its low complexity setting (Tables 2 and 4), some of the gain that can be introduced with more complex settings is still preserved, with the processing times similar to the anchor's processing times.

Table 2 Results for CIP (low complexity)

	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate

	Class A
	-0.4 
	-0.7 
	-0.6 
	-0.5 
	-0.8 
	-0.8 
	-0.7 
	-0.8 

	Class B
	-0.3 
	-0.6 
	-0.6 
	-0.4 
	-0.4 
	-0.9 
	-0.9 
	-0.6 

	Class C
	-0.1 
	-0.6 
	-0.6 
	-0.2 
	0.0 
	-0.7 
	-0.7 
	-0.2 

	Class D
	-0.1 
	-0.6 
	-0.6 
	-0.2 
	0.0 
	-0.6 
	-0.6 
	-0.2 

	Class E
	-0.4 
	-0.8 
	-0.8 
	-0.5 
	-0.7 
	-1.0 
	-1.0 
	-0.8 

	All
	-0.2 
	-0.6 
	-0.6 
	-0.3 
	-0.4 
	-0.8 
	-0.8 
	-0.5 

	Enc Time[%]
	98%
	 
	101%
	 

	Dec Time[%]
	99%
	 
	97%
	 


Table 3 Results for CIP (medium complexity)

	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate

	Class A
	-0.8 
	-2.7 
	-2.6 
	-1.2 
	-2.2 
	-3.6 
	-3.5 
	-2.5 

	Class B
	-0.3 
	-1.5 
	-1.6 
	-0.7 
	-0.8 
	-2.0 
	-2.1 
	-1.1 

	Class C
	0.1 
	-1.1 
	-1.1 
	-0.2 
	-0.1 
	-1.3 
	-1.3 
	-0.4 

	Class D
	0.0 
	-1.1 
	-1.1 
	-0.3 
	-0.3 
	-1.1 
	-1.2 
	-0.5 

	Class E
	-0.2 
	-2.1 
	-1.9 
	-0.7 
	-1.2 
	-2.6 
	-2.6 
	-1.5 

	All
	-0.3 
	-1.6 
	-1.7 
	-0.6 
	-0.9 
	-2.1 
	-2.1 
	-1.2 

	Enc Time[%]
	114%
	 
	127%
	 

	Dec Time[%]
	102%
	 
	102%
	 


Table 4 Results for PIP with CIP (low complexity)

	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate

	Class A
	0.1 
	-0.4 
	-0.4 
	0.0 
	-0.1 
	-0.3 
	-0.4 
	-0.1 

	Class B
	0.3 
	-0.4 
	-0.4 
	0.2 
	0.4 
	-0.5 
	-0.5 
	0.1 

	Class C
	0.1 
	-0.5 
	-0.5 
	-0.1 
	0.2 
	-0.6 
	-0.6 
	0.0 

	Class D
	0.1 
	-0.5 
	-0.5 
	0.0 
	0.2 
	-0.5 
	-0.5 
	0.0 

	Class E
	0.6 
	-0.4 
	-0.5 
	0.3 
	0.6 
	-0.4 
	-0.5 
	0.3 

	All
	0.2 
	-0.4 
	-0.4 
	0.1 
	0.2 
	-0.5 
	-0.5 
	0.1 

	Enc Time[%]
	102%
	 
	105%
	 

	Dec Time[%]
	100%
	 
	101%
	 


Table 5 Results for PIP with CIP (medium complexity)

	 
	Intra
	Intra LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate
	YUV BD-rate

	Class A
	-0.3 
	-2.4 
	-2.3 
	-0.8 
	-1.6 
	-3.2 
	-3.2 
	-1.9 

	Class B
	0.2 
	-1.3 
	-1.4 
	-0.2 
	-0.1 
	-1.7 
	-1.9 
	-0.5 

	Class C
	0.3 
	-1.0 
	-1.1 
	-0.1 
	0.1 
	-1.2 
	-1.2 
	-0.3 

	Class D
	0.3 
	-1.0 
	-0.9 
	0.0 
	0.0 
	-1.0 
	-1.0 
	-0.3 

	Class E
	0.7 
	-1.8 
	-1.7 
	0.1 
	-0.1 
	-2.3 
	-2.1 
	-0.6 

	All
	0.2 
	-1.5 
	-1.5 
	-0.2 
	-0.3 
	-1.9 
	-1.9 
	-0.7 

	Enc Time[%]
	113%
	 
	128%
	 

	Dec Time[%]
	100%
	 
	102%
	 


5 Conclusions and recommendations

We propose the application of CIP with PIP, for the HM design. The parallel prediction unit supports the parallelization of intra-coded blocks within the PPU in a two step, parallel process. Results show that the increased parallelization comes with little loss in coding efficiency, which can be almost completely cancelled using CIP. Given this level of performance and the significance of parallelization for future standards, we recommend CIP with PIP to be adopted in the HM. 
References

[A125]
JCTVC-A125, BBC's Response to the Call for Proposals on Video Compression Technology [T. Davies (BBC)]
[B112]
JCTVC-B112, Parallel Prediction Unit for Parallel Intra Coding, [J. Zhao, A. Segall (Sharp)]

[C213]
JCTVC-C213, TE12: Additional Results for Combined Intra Prediction [T. Davies, D. Flynn, A. Gabriellini, M. Mrak (BBC)]
[D040]
JCTVC-D040, PSNR computation on R'G'B' color system [D. Hoang (Zenverge)]
[D074]
JCTVC-D074, CE6: Parallel intra coding [J. Zhao, A. Segall (Sharp)]

[D191]
JCTVC-D191, CE6: Report and evaluation of new Combined Intra Prediction settings [M. Mrak, T. Davies, D. Flynn, A. Gabriellini (BBC)]
[D606]
JCTVC-D606, Description of Core Experiment 6: Intra Prediction Improvement [A. Tabatabai (Sony), Keiichi Chono (NEC), Muhammed Coban (Qualcomm), M. Mrak (BBC), A. Tanizawa (Toshiba), H. Yu (Huawei)]
[E315]
JCTVC-E315, CE6: Parallel Prediction Unit for Parallel Intra Coding [J. Zhao, A. Segall (Sharp)]
British Broadcasting Corporation and SHARP may have IPR relating to the technology described in this contribution and, conditioned on reciprocity, are prepared to grant licenses under reasonable and non-discriminatory terms as necessary for implementation of the resulting ITU-T Recommendation | ISO/IEC International Standard (per box 2 of the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form).

Page: 5
Date Saved: 2011-03-10

