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Objective

This CE investigates the design of core spatial transforms, and studies the tradeoff between coding efficiency and complexity, return evidence and a recommendation for design selection. The anchors for comparison are the transforms in the HM. 
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Description of tools

JCTVC-D036: Matrix multiplication specification for HEVC transforms (Texas Instruments)

This contribution is a continuation of prior work in JCTVC-C226 and presents more details and software optimization results. JCTVC-C226 proposed the use of matrix multiplication to specify HEVC transforms while eliminating the existing norm correction quantization matrices in HM. In this contribution, DCT/IDCT was implemented using even-odd decomposition optimization (which uses a partial butterfly structure).

JCTVC-D224: Unified transform design for HEVC with 16 bit intermediate data representation (Cisco)

The proposed tool uses a set of unified transforms covering all block sizes from 4x4 to 32x32. The unified transforms have the following properties; 16 bit data representation before and after each transform stage, no need for correction of different norms of basis vectors during quantization/dequantization, all transform sizes above 4x4 can reuse arithmetic operations for smaller transform sizes, and implementations can use both pure matrix multiplication and a combination of matrix multiplication and butterfly.

JCTVC-D256: Efficient 16 and 32-point transforms (Qualcomm)

16 and 32-point transforms were proposed in D256. The proposed transforms are scaled orthogonal integer transforms and support a recursive factorization structure. The proposed 16 and 32-point transforms use 36 and 92 multiplications, respectively, compared to 44 and 116 multiplications for the corresponding transforms in the existing test model. A multiplier-less implementation of these transforms is also provided. In this core experiment, the design will be extended to 4-point and 8-point transforms. The use of clipping to limit the dynamic range at certain points in the inverse transform stages will also be explored.

JCTVC-D339: Fast Integer Transforms for the HM (FastVDO)

The current HM utilizes integer transforms of sizes 4-pt to 32-pt. 16-pt and 32-pt transforms are designed using Chen's factorization of the DCT. JCTVC-D339 highlights the introduction of integer transforms based on Loeffler’s factorization..  The current 4-pt and 8-pt transforms are initially retained, while the more complex 16-pt and 32-pt transforms are systematically simplified, even including lifting-based implementation and multiplication-free designs. These designs provide identical performance to the designs with multiplications.

JCTVC-D365: Fast Integer Transforms for the HM, and Complexity Analysis (FastVDO/Samsung)

The current HM (TMuC-0.9) utilizes integer transforms of sizes 4-pt to 32-pt, designed using Chen's factorization of the DCT.  This contribution summarizes the performance and the complexity of the existing transform cores and introduces new integer transforms and one variant using lifting.  The current 4-pt and 8-pt transforms are initially retained, while the more complex 16-pt and 32-pt transforms are systematically simplified, including multiplication-free designs. The multiplication-free designs afford exact invertibility in limited bitdepth arithmetic, yet have identical performance. In addition, we have developed a simplified approach to quantization matrices – just replacing them with scalar values.  This can be done for both the existing HM transforms, as well as the new transforms in our design.  

CE Proposals

Of these, four core transform proposals were generated: Cisco/TI (E243), FastVDO/Samsung 1 (E353), FastVDO/Samsung 2 (E277), Qualcomm (E370).  These proposed designs offer a variety of transform computational paradigms, from full matrix multiplication to totally multiplication-free designs.  All achieve approximately the same RD performance as the HM transforms, but offer complexity reductions in various areas.  These proposals were tested in a variety of ways to measure both coding efficiency and complexity. 

Additional Relevant Documents

E333, E341, E411.

E333, E411.  These are updates of D071, and aim to analyze the dynamic range encountered in video coding, and in the transform and quantization stages in particular. A method is proposed to bound the dynamic range in intermediate storage to 16-bits, which is generic enough to apply to essentially any transform design. This methodology is quite useful, and related already incorporated into several designs.

E341.  This contribution aims to measure how close designs are to the true DCT. Proposed designs are approximations of the DCT, and it is suggested that how close they are to the true DCT may be useful to know.  (But that presumes that the DCT is the ideal transform, and proximity to it is itself a measure of goodness of a transform. That is unclear in the modern age, post wavelet, lapped transforms, and other transforms that outperform the DCT in several contexts.) In any case, these transforms can be said to live in the Gln group, which is a Lie group, and has a natural metric; however, that metric is not very accessible. It is proposed instead to measure how close the output of test vectors are for candidate transforms, compared to the output of the true DCT.  This effectively leads to a way to measure the 
"MSE error relative to the DCT” of the transform, which applies in the first instance only to orthogonal transforms.  While appreciated, this idea needs further study to determine if it is applicable to our work in this CE.

	
	
	

	Core Experiment Tasks
	
	

	
	
	

	
	
	

	
	
	


B.1. Coding efficiency - Description

B.1.1. Measure the RD performance of candidate transform designs using common conditions D600 and HM 2.0 software. If a transform design uses clipping etc. on intermediate variables, this clipping should be included in coding efficiency tests.

B.1.2. Also test at low and high QP values.   Provide BD-Rate results for the following QP sets: 1, 5, 9, 13 and 36, 42, 47, 51 to see if there is unusual behavior at these uncommon test points.  Run this test on 2 sec of video to speed up this test. Number of frames to encode is provided in the table below.

	 
	 
	Number of frames to encode

	S01
	Traffic
	65

	S02
	PeopleOnStreet
	65

	S03
	Kimono
	49

	S04
	ParkScene
	49

	S05
	Cactus
	97

	S06
	BasketballDrive
	97

	S07
	BQTerrace
	129

	S08
	BasketballDrill
	97

	S09
	BQMall
	129

	S10
	PartyScene
	97

	S11
	RaceHorses (C)
	65

	S12
	BasketballPass
	97

	S13
	BQSquare
	129

	S14
	BlowingBubbles
	97

	S15
	RaceHorses (D)
	65

	S16
	Vidyo1
	129

	S17
	Vidyo3
	129

	S18
	Vidyo4
	129


Proposals and Cross-Checks 

	Proponent
	Cross-Check Normal Qp
	Cross-Check Low/High Qp
	Match Success

	Cisco/TI

(E243)
	Qualcomm

(E366)
	Samsung/FastVDO

(E274)
	Yes | Yes

	FastVDO/Samsung 1

(E353)
	Motorola

(E356)
	Zenverge | Sharp

                  (E416)
	Yes | Yes *

	FastVDO/Samsung 2

(E277)
	Cisco/TI

(E235)
	Qualcomm

(E367)
	Yes | Yes

	Qualcomm

(E370)
	Samsung/FastVDO

(E275)
	Cisco/TI

(E236)
	Yes | Yes


*A minor mismatch for a single sequence, at lowQP (not normal QP) has been found in one single case... and the issue has been identified: one team ran 127 frames, another 129 frames.  This is being corrected. Meanwhile, all identical tests have yielded identical results, so we have had excellent success in cross-checking performance results.

1 Results Overview


We have attempted to capture the gist of our experiments in a single table for convenient comparison. This table captures some performance metrics, arithmetic complexity, as well as dynamic range limitation of 16-bit intermediates. We find that all proposals perform as well or better than HM transforms, while there is a significant variation in arithmetic complexity. There are some differences in whether proposals meet the 16-bit intermediate limitation, which has been suggested to be useful; however, this particular feature is not a differentiator as dynamic range limitation can be achieved without noticeable coding performance loss.    We await speed analysis in optimized software. Also, we have postponed hardware optimization for future work.  The number of cascades in a computational paradigm, which indicates how many stages one may expect in a pipelined architecture, remains to be completed, but should be available at this meeting.

B.1. Results

BD-Rate results for normal and low/high QP are summarized below.

	 
	Cisco/TI
	FastVDO / Samsung Proposal 1
	Samsung / FastVDO Proposal 2
	Qualcomm

	Proposed transform sizes
	4x4-32x32
	16x16-32x32
	4x4-32x32
	4x4-32x32

	 
	 
	 
	 
	 

	Normal QP range
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)

	Intra
	-0.3
	0.0 
	0.0
	-0.1

	Random access
	-0.1
	0.0 
	0.0
	-0.1

	Low delay
	-0.2
	0.0 
	-0.1
	-0.1

	Intra LoCo
	-0.5
	0.0 
	-0.3
	-0.3

	Random access LoCo
	-0.3
	0.0 
	-0.1
	-0.2

	Low delay LoCo
	-0.1
	0.0 
	-0.1
	0.0

	 Ave
	 
	 
	 
	 

	Low QP range
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)

	Intra
	-1.1
	0.0 
	-0.3
	-1.1

	Random access
	-0.8
	0.0 
	-0.5
	-0.5

	Low delay
	-0.9
	0.0 
	-0.7
	-0.6

	Intra LoCo
	-2.5
	0.0 
	-0.5
	-1.8

	Random access LoCo
	-1.6
	0.0 
	-1.1
	-1.1

	Low delay LoCo
	-1.9
	0.0 
	-1.6
	-1.3

	 
	 
	 
	 
	 

	High QP range
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)
	BD-Rate (%)

	Intra
	-0.1
	0.0 
	0.1
	0.0

	Random access
	-0.2
	0.0 
	-0.1
	-0.1

	Low delay
	-0.2
	0.0 
	0.1
	0.1

	Intra LoCo
	-0.1
	0.0 
	0.1
	0.0

	Random access LoCo
	-0.1
	0.0 
	0.0
	0.0

	Low delay LoCo
	-0.2
	0.1 
	0.0
	-0.1


B.2. Complexity - Description

Analyze the complexity of candidate transform designs using the following parameters:  

· Arithmetic operations

· Software execution speed

· Dynamic range

· Parallelizability on SIMD

· Number of sequential operations

· HW 

Proponents are encouraged to provide additional complexity analyses voluntarily.

Discussion:

Complexity is multidimensional, and it is important to capture the essence of this space, but at the same time, keep the analysis space limited in size. A number of complexity metrics are listed below, and it was the sense of the group to do more, rather than less, testing.  These tests are constructed to explore suitability of designs in both software and hardware.  Some of these tests are "paper" tests, while others require actual coding and optimization. At this time, some tests are considered required, while others are optional. This is based on the fact that some tests require optimization, in software or hardware, which it may be unreasonable to require proponents to produce.  Nevertheless, it is the intent of the group to conduct even the optional tests, by recruiting volunteers. It is recognized that we are dealing with an exceptionally short meeting cycle (6 weeks), which makes completing all tasks in one meeting cycle challenging.  It is hoped to collect all relevant evidence in at most two meeting cycles.

B.2.1. Arithmetic Operations - Description

Report the number of arithmetic operations needed for implementing the 2D inverse transform, in terms of multiplications, additions, shifts, compares. If the design allows flexibility in the way it is implemented, report the range of arithmetic operations available (for example, methods with and without multiplications).  Include in the count TPE and final rounding if used.  [Paper study]

B.2.1. Results

a. Cisco/TI (E243)

Table 7. Number of arithmetic operations for the 2D inverse transform

	
	Matrix Multiplication
	Partial Butterfly

	Transform size
	Mult
	Add
	Shift
	Mult
	Add
	Shift

	4x4
	128
	128
	32
	48
	64
	32

	8x8
	1024
	1024
	64
	352
	448
	64

	16x16
	8192
	8192
	256
	2752
	3200
	256

	32x32
	65536
	65536
	2048
	21888
	23808
	2048


b. FastVDO/Samsung Prop 1 (E353)

	
	16x16 Chen transform

(now in HM 0.9)
	16x16 New Integer transform
	16x16 

New Integer Transform

 +lifting 
	16x16 New Integer Transform

 +lifting

+Mult-free
	32x32 Chen transform

(now in HM 0.9)
	32x32 New integer transform
	32x32 
New integer 

+lifting
	32x32 
New integer 

+lifting

+Mult-free

	Mults
	1408
	1344
	768
	0
	7424
	6656
	4224
	0

	Adds
	2368
	2304
	2496
	3776
	12416
	11904
	12928
	22976

	Shift
	832
	768
	864
	2784
	4224
	3712
	4480
	17152

	Total
	4608
	4416
	4128
	6560
	24064
	22272
	21632
	40128


c. Samsung/FastVDO Prop 2 (E277)

Table 1 Number of operations for 2D 32x32 transform

	32x32
	addition
	multiplication
	shift
	total

	HM-2.0
	13440
	7424
	4224
	25088

	new
	14976
	6656
	2944
	24576


Table 2 Number of operations for 2D 16x16 transform

	16x16
	addition
	multiplication
	shift
	total

	HM-2.0
	2624
	1408
	832
	4864

	new
	2560
	1344
	768
	4672


Table 3 Number of operations for 2D 8x8 transform

	8x8
	addition
	multiplication
	shift
	total

	HM-2.0
	576
	0
	160
	736

	new
	480
	256
	224
	960


Table 4 Number of operations for 2D 4x4 transform

	4x4
	addition
	multiplication
	shift
	total

	HM-2.0
	80
	0
	16
	96

	new
	80
	48
	64
	192


d. Qualcomm (E370)

	
	HM 2.0
	Proposed transform

	4-point
	Additions
	
	8

	
	Multiplications
	
	2

	8-point
	Additions
	
	26

	
	Multiplications
	
	12

	16-point
	Additions
	74
	72

	
	Multiplications
	44
	36

	32-point
	Additions
	194
	186

	
	Multiplications
	116
	92


B.2.2. Software Execution Speed

Develop a software model of candidate (transform + quantization modules) in single-thread C++ compatible with current HM software.  Develop a common test environment for testing all candidates.  In software tests below, run the tests N times, for N sufficiently large to smooth variations (e.g., N = 100K). Report total execution times.  

B.2.2.1. IBDI Off

Develop a test input frame of a random noise (9-bit, [-255, 255]), and run N trials of the modules: 

[forward transform, quantization, dequantization, inverse transform].

B.2.2.2. IBDI On

Develop a test input frame of a random noise (11-bit, [-1020, 1020]), and run N trials of the modules: 

[forward transform, quantization, dequantization, inverse transform].

B.2.2 Results. 

Cisco/TI volunteered to develop a common test environment, which has been distributed.  Individual transform proposals are being integrated into the environment.  Test results will be provided at the meeting.

B.2.3. Dynamic Range Analysis - Description

 B.2.3.1. (Optional) Report if the candidate transform design is exactly invertible in fixed-point arithmetic, and if so, at what bitdepth.    [Paper study]

B.2.3.2. In the software module developed for B.2.2., test the dynamic range of the data at four points: prior to dequantization, prior to inverse transform, after first-stage inverse transform, and after second-stage inverse transform.  Example input may be data consisting of +/- 255, either random, or Hadamard-like. (TBD)

B.2.3. Results

Summary of results for B.2.3.2 provided below.

	Dynamic range analysis
	HM 2.0
	Cisco/TI
	Samsung / FastVDO Proposal 1
	Samsung / FastVDO Proposal 2
	Qualcomm

	 
	 
	 
	 
	 
	 

	IBDI ON

	32x32

	prior to dequantization
	15
	15
	15
	15
	15

	prior to inverse transform
	22
	16
	16
	16
	22

	after first-stage inverse transform
	22
	15
	14
	16
	23

	after second-stage inverse transform
	12
	12
	12
	12
	13

	16x16

	prior to dequantization
	14
	14
	14
	14
	14

	prior to inverse transform
	23
	16
	16
	16
	22

	after first-stage inverse transform
	22
	15
	14
	16
	23

	after second-stage inverse transform
	12
	12
	13
	12
	12

	8x8

	prior to dequantization
	13
	13
	-1
	13
	13

	prior to inverse transform
	18
	16
	-1
	16
	22

	after first-stage inverse transform
	18
	15
	-1
	16
	21

	after second-stage inverse transform
	11
	12
	-1
	12
	12

	4x4

	prior to dequantization
	12
	12
	-1
	12
	12

	prior to inverse transform
	18
	16
	-1
	16
	21

	after first-stage inverse transform
	18
	15
	-1
	16
	21

	after second-stage inverse transform
	11
	11
	-1
	11
	11

	 
	 
	 
	 
	 
	 

	IBDI OFF

	32x32

	prior to dequantization
	15
	15
	15
	15
	15

	prior to inverse transform
	20
	16
	16
	16
	20

	after first-stage inverse transform
	22
	15
	14
	16
	21

	after second-stage inverse transform
	10
	10
	10
	10
	10

	16x16

	prior to dequantization
	14
	14
	14
	14
	14

	prior to inverse transform
	21
	16
	16
	16
	20

	after first-stage inverse transform
	22
	15
	14
	16
	21

	after second-stage inverse transform
	10
	10
	11
	10
	9

	8x8

	prior to dequantization
	13
	13
	-1
	13
	13

	prior to inverse transform
	16
	16
	-1
	16
	20

	after first-stage inverse transform
	18
	15
	-1
	16
	19

	after second-stage inverse transform
	9
	10
	-1
	10
	9

	4x4

	prior to dequantization
	12
	12
	-1
	12
	12

	prior to inverse transform
	16
	16
	-1
	16
	19

	after first-stage inverse transform
	16
	15
	-1
	16
	19

	after second-stage inverse transform
	9
	9
	-1
	9
	9


Also note that documents E333 and E411 discuss dynamic range analyses.

B.2.4. Parallelizability on SIMD 

Develop an optimized implementation for a target SIMD architecture (e.g., Intel Core i7 platform) for candidate designs [forward transform, quantization, dequantization, inverse transform]. Combine source codes into one environment (machine, OS, compiler, SW package) for comparative testing. 

B.2.4. Results

David Flynn (BBC) volunteered to conduct this test (which was greatly appreciated).  Test results are forthcoming.

B.2.5. Number of sequential operations

Report the number of cascaded operators (multipliers/adders) in the longest execution path.  [Paper study]

B.2.5. Results

This is to be reported by individual proponents.

B.2.6. HW [Optional]

B.2.6.1. Develop optimized hardware models (RTL) of candidate transform designs, and determine the silicon area required, where optimization is for a common hardware condition.  Details to be determined.

B.2.6.2. Determine the hardware speed.  From area and speed, power consumption can be estimated. This subtask is intended to be a paper study, given B.2.6.1.

B.2.6. Results

This task was postponed.

Recommendations

· Review input contributions,

· evaluate results, draw conclusions, and 

· plan future experiments (including HW-centric analysis) to help narrow-in on a solution.

· Vision: HM2.0 transforms seem suboptimal, and we envision recommending a different solution.

· Analysis: Candidate solutions cover a performance/complexity space which:

· can slightly improve performance at higher arithmetic complexity

· can offer similar performance at lower complexity (including no multiplications)

· can offer convenience for lossless coding


Page: 11
Date Saved: 2011-03-13

