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Abstract

In this contribution, a reduced-complexity method for coding of absolute transform coefficient levels for the high efficiency case is presented. The main underlying idea of this proposal is to allow the mixing of structured VLCs and PIPE/CABAC coded bits. Compared to the current method implemented in HM 1.0, the same coding efficiency is achieved while the computational complexity is reduced, especially for the high bitrate case. Also, the upper limit on the number of bins to be parsed by PIPE/CABAC can be reduced by at least a factor of 3 compared to the current method.
1 Introduction

In CABAC of HM 1.0 (and also in CABAC of H.264/AVC), the absolute values of the transform coefficients are binarized using a concatenation of a truncated unary code and a 0th order Exp-Golomb code as illustrated in Figure 1. The bin 0 of the binarization of the absolute values of the transform coefficient levels is already coded as part of the significance map and is not considered as part of the binarization. The bins 1 to 14 are coded using a truncated unary binarization ("TU prefix" in Figure 1). Starting with bin 15, all remaining bins are coded using a 0-th order Exp-Golomb code ("EG0 suffix" in Figure 1). It means, first the minimum of the absolute transform coefficient level − 1 and 14 is binarized using a truncated unary code, where truncation describes the fact that for absolute transform coefficients greater than 14, the terminating bin that would result from a unary binarization is not coded. In this case, 14 bins equal to 1 are coded for the truncated unary part. If the absolute transform coefficient level is greater than 14 (i.e., if 14 bins equal to 1 are coded), the TU prefix part is followed by a 0th order Exp-Golomb code for the absolute transform coefficient − 15.

[image: image1.emf]
Figure 1: Binarization of the absolute transform coefficients in HM 1.0 and H.264/AVC

For the first bin of the bin string, a context model of a set of 5 context models is selected based on already coded bins inside the transform coefficient block as specified in H.264/AVC. The first bin (bin 1) is also referred as coeff_abs_greater_one. For the remaining bins of the TU prefix part, a context model of another set of 5 context models is selected (as specified in H.264/AVC). Here, the same context model selection mechanism and the same set of 5 context models are used for the bins 2 to 14. The bins of the 0th order Exp-Golomb part are coded with a fixed non-adaptive context model (with a probability of 0.5 for both binary values) using the bypass mode of CABAC.

This binarization scheme is further illustrated in Figure 2, where "PIPE or CABAC" denotes the TU prefix part and EG0 denotes the Exp-Golomb part. REF _Ref282782554 \h 
 \* MERGEFORMAT  The range of the transform coefficient values is divided into two intervals. If an absolute transform coefficient level falls inside the first interval, it is coded using a unary binarization; otherwise a sequence of 14 bins equal to 1 is coded followed by an Exp-Golomb code for the absolute transform coefficient level − 15.
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Figure 2: Coding of absolute level information in HM and H.264/AVC
The described binarization and context selection scheme can also be employed if the CABAC coding engine is replaced by the PIPE coding engine. In the worst case scenario, the absolute transform coefficient levels for all scan positions in the block are greater than 14. In this case, one bin for both the significance and the last flag and 14 bins for TU prefix part of the absolute transform coefficient levels have to be coded or parsed by regular PIPE/CABAC, while the remaining bins for the absolute transform coefficient levels can be bypassed. It should be noted that for PIPE, the bypass consist only of a direct insertion of the Exp-Golomb code into the bitstream, while for CABAC, a range update is needed for each bin. In the worst case scenario, 26 bins (2 bins for the side information, 16 bins for the luminance coefficients – including the significance and last flags – and 8 bins for the chrominance coefficients) have to be coded or parsed by the regular coding engine of CABAC or PIPE.
2 Proposed Method
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Figure 3: Proposed method of coding the absolute transform coefficient levels
The proposed scheme introduces an additional code for the coding of the absolute transform coefficient levels as illustrated in Figure 3. Only the coding of absolute transform coefficient levels is modified, while the coding of significance map and the signs remains as in HM 1.0. First, the minimum of the absolute transform coefficient level − 1 and 3 is binarized using a truncated unary code. This binarization is basically the same as the binarization for the TU prefix part described above, but with the difference that the minimum of the absolute transform coefficient value − 1 and 3 is binarized, instead of the minimum of the absolute transform coefficient value − 1 and 14. (Note: Again it is known from the significance map, that the absolute transform coefficient level is at least 1). If the absolute transform coefficient level is greater than or equal to 3, the last bin of the unary binarization is not coded, which results in a truncated unary code with two bins. 
[image: image4.emf]Value Prefix Rem. Prefix Rem. Prefix Rem. Prefix Rem.

0 0 0 0 0 00 0 000

1 10 0 1 0 01 0 001

2 110 10 0 0 10 0 010

3 1110 10 1 0 11 0 011

4 11110 110 0 10 00 0 100

5 111110 110 1 10 01 0 101

6 1111110 1110 0 10 10 0 110

7 11111110 1110 1 10 11 0 111

8 111111110 11110 0 110 00 10 000

9 1111111110 11110 1 110 01 10 001

10 11111111110 111110 0 110 10 10 010

11 111111111110 111110 1 110 11 10 011

12 1111111111110 1111110 0 1110 00 10 100

13 11111111111110 11111110 1 1110 01 10 101

14 111111111111110 111111110 0 1110 10 10 110

15 1111111111111110 1111111110 1 1110 11 10 111

k=0 k=1 k=2 k=3


Figure 4: Golomb-Rice codes for first four parameters
The bins 1 and 2 of the truncated unary part are coded using backward-adaptive context modelling. The context model selection for these bins is not modified relative to the context model selection specified in the HM 1.0 (and H.264/AVC). The only difference compared to HM 1.0 (and H.264/AVC) is the number of bins that are coded or parsed with the context model selection concept for the 2nd bin. While the number of bins coded with the same context modelling scheme can be 13 as in the HM 1.0 and H.264/AVC, only one bin is coded with the selected context model in the proposed scheme. The bin string '11' indicates the maximum value for the first part of the binarization. If absolute transform coefficients greater than 2 are coded (i.e., if a bin string equal to '11' is coded), a second entropy code is used to code the remaining part of the absolute transform coefficient level. Therefore, the value of the absolute transform coefficient level minus 3, up to a specific limit, is coded using truncated Golomb-Rice codes, where all bins of the Golomb-Rice codewords are coded in bypass mode. The limit is variable and depends on the Golomb-Rice parameter, which is derived using a backward-adaptive concept as described below. If the absolute transform coefficient level minus 3 is larger than the maximum value that can be coded with the truncated Golomb-Rice code, the 3 and the maximum value supported by the selected Golomb-Rice code are subtracted from absolute transform coefficient level. The resulting value is than coded with the EG0 code in bypass mode. The Figure 3 denotes Golomb-Rice codes for some different values and for the first four parameters.
2.1 Truncated Golomb-Rice Codes
Golomb-Rice codes are a subset of the Golomb codes. The Golomb codes are constructed as follows. For a specific Golomb parameter 
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 the value 
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 is decomposed into a prefix part and a remainder part.
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The remainder is coded using a truncated binary representation while the prefix a unary code where multiple values can have same prefix. Note that the resulting value 
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is exactly the number of bins of the prefix part. The relationship between Golomb-Rice and Golomb codes is formulated over the parameter.
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Note that the Golomb-Rice parameter is a multiple of 2 and therefore the remainder part representation is exactly the binary representation. Golomb codes and therefore Golomb-Rice codes are designed for infinite alphabets. When using Golomb-Rice codes for finite alphabets as in this proposal, the codeword set can be truncated (similarly as for the truncated unary code described above) in order to remove the redundancy in the binary representation. In the proposed method, the range for the Golomb-Rice codes is selected in a way that only the prefix is truncated, while no remainder truncation is required. The benefit from avoiding remainder truncation is described in in section 4. In addition, the maximum of the Golomb-Rice parameter is set equal to 3. The truncated Golomb-Rice codes are listed in Figure 5 below. The Figure 5 also illustrates the maximum number of bins for the Golomb-Rice codes and thus the beginning of the EG0 part (which is also further illustrated later in the text).
[image: image11.emf]Value Prefix Rem. Prefix Rem. Prefix Rem. Prefix Rem.

0 0 0 0 0 00 0 000

1 10 0 1 0 01 0 001

2 110 10 0 0 10 0 010

3 1110 10 1 0 11 0 011

4 11110 110 0 10 00 0 100

5 111110 110 1 10 01 0 101

6 1111110 1110 0 10 10 0 110

7 1111111 1110 1 10 11 0 111

8 1111 0 11 00 1 000

9 1111 1 11 01 1 001

10 11 10 1 010

11 11 11 1 011

12 1 100

13 1 101

14 1 110

15 1 111

k=1 k=2 k=3 k=0


Figure 5: Truncated Golomb-Rice codes
2.2 Golomb-Rice Parameter Derivation and Variable Bound
As mentioned above, the Golomb-Rice parameter is derived using backward-adaptive context modelling. For each transform block (e.g., 4x4 blocks due to partitioning of larger blocks into 4x4 blocks as in HM 1.0) and the first scan position that contains a significant coefficient greater than 2, the absolute transform coefficient level is coded with the Golomb-Rice parameter 
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. Depending on the previously coded absolute transform coefficient level greater than 2, the parameter 
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 is either increased or kept constant. Its maximum value is 3 as mentioned before. The parameter 
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 cannot be decreased inside a transform coefficient block. The parameter selection can be summarized by the following formula, where 
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 denotes the parameter for the next coding stage, 
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 the current parameter, and 
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 denotes the current value of absolute transform coefficient level minus 3:
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The codewords for the presented scheme are summarized and listed in the Figure 6 and Figure 7 below. The entries related to “P/C” denote the part coded by PIPE/CABAC. The bins of “Truncated Golomb-Rice” and “EG0” are coded in bypass mode.

[image: image19.emf]Abs. Level P/C EG0 P/C EG0

k=0 Prefix Rem. k=1 Prefix Rem.

1 0 0

2 10 10

3 11 0 11 0 0

4 11 10 11 0 1

5 11 110 11 10 0

6 11 1110 11 10 1

7 11 11110 11 110 0

8 11 111110 11 110 1

9 11 1111110 11 1110 0

10 11 1111111 0 11 1110 1

11 11 1111111 100 11 1111 0

12 11 1111111 101 11 1111 1 0

13 11 1111111 11000 11 1111 1 100

14 11 1111111 11001 11 1111 1 101

15 11 1111111 11010 11 1111 1 11000

16 11 1111111 11011 11 1111 1 11001

17 11 1111111 1110000 11 1111 1 11010

18 11 1111111 1110001 11 1111 1 11011

19 11 1111111 1110010 11 1111 1 1110000

20 11 1111111 1110011 11 1111 1 1110001

Truncated Golomb-Rice Truncated Golomb-Rice


Figure 6: Codewords of the proposed scheme for 
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[image: image22.emf]Abs. Level P/C EG0 P/C EG0

k=2 Prefix Rem. k=3 Prefix Rem.

1 0 0

2 10 10

3 11 0 00 11 0 000

4 11 0 01 11 0 001

5 11 0 10 11 0 010

6 11 0 11 11 0 011

7 11 10 00 11 0 100

8 11 10 01 11 0 101

9 11 10 10 11 0 110

10 11 10 11 11 0 111

11 11 11 00 11 1 000

12 11 11 01 11 1 001

13 11 11 10 11 1 010

14 11 11 11 0 11 1 011

15 11 11 11 100 11 1 100

16 11 11 11 101 11 1 101

17 11 11 11 11000 11 1 110

18 11 11 11 11001 11 1 111 0

19 11 11 11 11010 11 1 111 100

20 11 11 11 11011 11 1 111 101

Truncated Golomb-Rice Truncated Golomb-Rice


Figure 7: Codewords for proposed scheme for 
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It can be seen from the Figure 6 and Figure 7 that the remainder part of the Golomb-Rice codes is exatly the binary representation of the remainder.
3 RD Performance
The proposed method has been implemented in the TMuC 0.9 and HM 1.0 software and simulations for the high efficiency configuration have been done and the results are compared against the corresponding anchor. The table below lists the measured BD rates for the proposed method (negative numbers indicate bit rate savings).
[image: image25.emf]Random access

Y BD-rateU BD-rateV BD-rateY BD-rateU BD-rateV BD-rateY BD-rateU BD-rateV BD-rate

Class A -0.07 -0.10 -0.13 -0.02 0.15 0.10

Class B 0.03 0.05 0.04 0.01 0.12 0.03 0.06 0.37 0.10

Class C -0.01 -0.02 -0.03 0.04 0.11 0.14 0.03 0.37 0.40

Class D -0.07 -0.10 -0.11 -0.01 0.06 0.37 0.09 0.34 0.79

Class E -0.01 -0.06 -0.11 -0.17 1.46 0.36

All -0.02 -0.03 -0.05 0.01 0.10 0.16 0.02 0.57 0.40

Enc Time[%]

Dec Time[%]
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Figure 8: BD-Rate for proposed scheme
4 Complexity Analysis
We analyzed the number of bins that have to be coded or parsed by the regular coding engine of PIPE/CABAC (i.e., without counting bins that are coded in bypass mode) in the worst case scenario. When using a configuration as defined for high efficiency, at maximum 2 bins are spent per luma sample for describing the side information as the quadtree structure, the motion vector difference, the motion vector index, prediction mode etc. In summary, up to 26 bins can be required per pixel (A pixel contains luma and chroma sample). The remaining bins are coded in bypass mode. When PIPE is employed as entropy coder, the bypass mode is a true bypass, while in CABAC a range update is still needed for each bin coded in bypass mode. With the proposed method, a reduction of the maximum number of regularly coded bins to 8 bins per pixel (2 bins for the side information and 6 bins for transform coefficient information) is achieved. We encoded the test-set with the lowest possible quantization parameter (i.e., QP is equal to 0) to verify the worst case scenario on real sequences. For this, we counted the number of total and bypassed bins and calculated the number of bins per pixel. When the proposed scheme is employed, the number of bins per pixel is reduced significantly (Figure 9). Also the relative number of bins in bypass mode is significantly increased as can be seen from the results in Figure 10.
	bin/pixel
	anchor
	Proposed

	Min
	1.52 bpp
	1.21 bpp

	Max
	8.13 bpp
	3.64 bpp

	Average
	4.29 bpp
	2.84 bpp


Figure 9: Bins per pixel for QP equal to 0
	% EP bins
	anchor
	Proposed

	Intra
	20.20%
	45.98%

	Random
	17.91%
	34.90%

	LowDelay
	17.42%
	35.68%

	Average
	18.52%
	39.02%


Figure 10: Relative number of bins in bypass mode for QP equal to 0
As can be seen from the results, the number of bypassed bins is increased by approximately a factor of 2 and the average number of regularly coded bins per pixel is decreased by about 1.5 bins. Note, when using PIPE a real bypass mode is enabled resulting in a further complexity reduction. Also note that the maximum number of regularly coded bins per pixel is not greater than 8.
In the Figure 11, the results for the default QP configuration are listed. Even if the coding performance is not affected by the proposed method, the number of bins coded in bypass mode is increased. As mentioned before the remainder part of Golomb-Rice codes have impact on performance when no truncation is made. In that case, the number of bins to read from the bitstream is exact the Golomb-Rice parameter. For this scenario, the number of shift saved is equal the Golomb-Rice parameter.
[image: image26.emf]QP

% EP bins anchor proposed anchor proposed

Intra 15.39 % 23.48 % 14.66 % 20.41 %

Random 14.58 % 17.87 % 13.73 % 16.49 %

LowDelay 13.97 % 15.23 % 12.50 % 13.22 %

average 14.68 % 19.15 % 13.67 % 16.86 %

QP

% EP bins anchor proposed anchor proposed

Intra 13.68 % 17.05 % 12.53 % 14.67 %

Random 12.88 % 14.69 % 12.01 % 13.13 %

LowDelay 11.40 % 11.64 % 10.22 % 9.89 %

average 12.69 % 14.56 % 11.62 % 12.69 %

22 27

32 37


Figure 11: Relative number of bins in bypass mode
5 Conclusion

A reduced-complexity method for coding of absolute transform coefficient levels coding for the high efficiency case is presented. The presented method provides the same coding efficiency as the transform coefficient coding that is specified in HM 1.0 software, but with reduced complexity.
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