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Abstract

In this contribution, the complexity, memory bandwidth and coding efficiency of the interpolation filters are evaluated.  Complexity is analyzed for 12-tap Discrete Cosine Transform Interpolation Filter (DCT-IF) and 6-tap Direction Interpolation Filter (DIF) for Low Complexity configuration, along with 6-tap AVC and other filters proposed for HEVC.  Complexity is measured from both a hardware and software perspective.  Memory bandwidth and coding efficiency are evaluated for DCT-IF with different length of filter taps and for both high efficiency and low-complexity configurations. The goal of this document is to provide a better understanding of the complexity costs and coding efficiency benefits of each filter, and to determine the interpolation filter(s) that provides the best complexity-coding efficiency trade-off.  
1 Introduction
HM1 currently contains two interpolation filters: 12-tap Discrete Cosine Transform Interpolation Filter (DCT-IF) [1] for High Efficiency configuration and 6-tap Direction Interpolation Filter (DIF) [2] for Low Complexity configuration.  
This document evaluates the hardware and software implementation complexities of both these filters along with 6-tap and 8-tap DCT-IF [1], switchable interpolation filter and offset (SIFO) [3] and 6-tap AVC interpolation filter.  To measure hardware complexity, this document provides an analysis of the area cost of the various filters for a fixed throughput.  For software, the complexity is evaluated based on cycle estimate spent on the memory access and sub-pel interpolation.  The memory bandwidth measurements are obtained using the tool provided by AHG - Memory compression.
The goal of this document is to provide a better understanding of the complexity costs and coding efficiency benefits of each filter.  With this knowledge, it is possible to determine the interpolation filter(s) that provides the best complexity-coding efficiency trade-off.  
2 Complexity
As the video CODEC can be implemented in hardware and software, both forms are evaluated for complexity.  

2.1 Hardware Cost
To assess the hardware area cost, the various interpolation filters were implemented in Verilog and then synthesized to a 45-nm standard digital cell library.  The same frequency is used for all filters.
The area cost of the filters in each approach is measured. The coefficients of the filters within a given proposed method will vary depending on the position of the interpolated pixel.  Fig. 1 shows the area cost of each of filter for different coefficients for the different interpolation methods when applied directly to the 8-b pixels.  Table 1 lists the set of coefficients used for each type of interpolation filter. In Fig. 1 the area is normalized to the AVC filter size. The number of bits in the intermediate data used as input are different for the 6-tap, 8-tap and 12-tap DCT-IF.  Fig. 2 compares the area of the different DCT-IF filters when accounting for the inputs of different bit-widths. In Fig. 2 the area is normalized to the 6-tap DCT-IF filter size. Some key observations include

· SIFO 6-tap has the largest area cost (>5x) due to the fact that it requires the implementation of multipliers.  With a fixed coefficient, the other filters are implemented by shifts and adds.  
· 12-tap DCT-IF is the second largest filter that is well over 2x larger than AVC.  
· The intermediate filter of 12-tap DCT-IF is 2x larger than 8-tap DCT-IF due to the fact that it requires 18-bit inputs, while the 8-tap DCT-IF only requires 16-bit inputs.  
· The 6-tap DIF filters require the same area as the 8-tap DCT-IF filter.  This is due to the coefficients used for 6-tap. 
· SIFO, DIF and AVC require bilinear filters while DCT-IF does not.  Thus the area cost of the SIFO, DIF and AVC will be higher than what is shown in Fig. 1.
Another important difference to note is that the diagonal pixels used in DIF may pose challenges for memory access since data is typically stored as rows or columns.  This may be also difficult to support in conjunction with DCT-IF which does align with the rows/columns storage.
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Fig. 1.  Relative area cost of each filter compared with the AVC 6-tap filter.  Inputs are assumed to be 8-bit pixels. 
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Fig. 2.  Relative area cost of the different DCT-IF compared with the 6-tap DCT-IF filter.  Inputs are intermediate data points that vary between 15b to 18b.

	Filter name in Fig. 1
	Coefficients

	AVC 6-tap
	1, -5, 20, 20, -5, 1

	DCT-IF 6-tap 1
	8, -32, 224, 72, -24, 8

	DCT-IF 6-tap 2
	8, -40, 160, 160, -40, 8

	DCT-IF 6-tap 3
	8, -24, 72, 224, -32, 8

	DCT-IF 8-tap 1
	-4, 16, -40, 228, 76, -28, 12, -4

	DCT-IF 8-tap 2
	-4, 20, -48, 160, 160, -48, 20, -4

	DCT-IF 8-tap 3
	-4, 12, -28, 76, 228, -40, 16, -4

	DCT-IF 12-tap 1
	-1, 5, -12, 20, -40, 229, 76, -32, 16, -8, 4, -1

	DCT-IF 12-tap 2
	-1, 8, -16, 24, -48, 161, 161, -48, 24, -16, 8, 1

	DCT-IF 12-tap 3
	-1, 4, -8, 16, -32, 76, 229, -40, 20, -12, 5, -1

	DIF 12-tap 
	5, 5, 5, 22, 22, 5, 5, 22, 22, 5, 5, 5

	DIF 6-tap 1
	2, -15, 111 ,37, -10, 2

	DIF 6-tap 2
	3, -17, 78, 78, -17, 3

	DIF 6-tap 3
	2, -10, 37, 11, -15, 3

	SIFO 6-tap
	9-bit coefficients


Table 1. List of coefficients for each filter.
2.2 Software Speed
Software complexity is estimated for both DCT-IF and DIF. The estimate has considered cycle count spent on the memory access (read and store) and filtering operations for the motion compensation. The estimation results are shown in Table 2 and Table 3 for 6-tap and 8-tap comparison. The assumptions used in the estimation are
· Memory access

· 16-bit intermediate filter data

· 4 bytes/cycle for 4-byte aligned memory read/write. Otherwise, 1 byte/cycle for read/write   

· Operations

· Single cycle operation for Addition, 16bit by 16bit Multiply, Subtraction and Clipping
· Cycle free right shift before data storage
· Symmetric filter has half of multiply operations

· Uniform distribution of sub-pel positions and vector block sizes

In the table, the average case complexity for a block size is measured by adding up the cycle count for 15 sub-pel interpolation positions, while the worst case complexity for a block size only counts the cycles for the worst case sub-pel position.  
	DCT-IF/DIF complexity ratio (average over block sizes)

	block size
	Average case complexity
	Worst case complexity
	block size distribution

	 
	DCT-IF
	DIF
	ratio
	DCT-IF
	DIF
	ratio
	

	4x4
	7064.25
	4243
	1.66492
	700.25
	442
	1.584276
	0.2

	8x8
	23528.25
	16501
	1.42587
	2242.25
	1708
	1.312793
	0.2

	16x16
	84824.25
	65065
	1.30368
	7870.25
	6712
	1.172564
	0.2

	32x32
	320888.25
	258385
	1.2419
	29302.25
	26608
	1.101257
	0.2

	64x64
	1246904.25
	1029793
	1.21083
	112870.25
	105952
	1.065296
	0.2

	 
	 
	 
	 
	 
	 
	 
	 

	Average
	 
	 
	1.36944
	 
	 
	1.247237
	 


Table 2 Software complexity ratio between DCT-IF and DIF 6-tap filter

	DCT-IF/DIF complexity ratio (average over block sizes)

	block size
	Average case complexity
	Worst case complexity
	block size distribution

	 
	DCT-IF
	DIF
	ratio
	DCT-IF
	DIF
	ratio
	

	4x4
	10362.25
	5543
	1.86943
	1054.25
	604
	1.745447
	0.2

	8x8
	32886.25
	21405
	1.53638
	3200.25
	2304
	1.388997
	0.2

	16x16
	114750.25
	84089
	1.36463
	10804.25
	8992
	1.20154
	0.2

	32x32
	425742.25
	333297
	1.27737
	39260.25
	35520
	1.1053
	0.2

	64x64
	1636782.25
	1327073
	1.23338
	149164.25
	141184
	1.056524
	0.2

	 
	 
	 
	 
	 
	 
	 
	 

	Average
	 
	 
	1.45624
	 
	 
	1.299562
	 


Table 3 Software complexity ratio between DCT-IF and DIF 8-tap filter
As shown in Table 2 and Table 3, in average case the DIF filter is 37% - 46% faster than DCT-IF of same filter tap length in the motion compensation, and the numbers decrease to 24% to 30% for the worst case. Assuming the motion compensation consumes 25% [5] of the entire decoder cycles, the overall decoder speed up by using DIF is around 9-11% in the average case.
The detailed estimate is presented in the attached spreadsheet SoftwareComplexityEst_DCTIFvsDIF.xls, the filter tap can be configured there to measure the DCT-IF and DIF software complexity with respect to the filter tap length.
3 Coding Efficiency

The DCT-IF performance of different filter taps is evaluated under the common test conditions [4]. The testing results against anchor (12-tap DCT-IF for both HE and LOCO configurations) are summarized in Table 4. With 8-tap DCT-IF filter for both HE and LOCO, overall coding efficiency can be improved. As shown in Table 4, using 8-tap DCT-IF instead of 12-tap DCTIF in HE configuration causes a coding loss of 0.4% to 0.6%, which can be compensated by a coding gain of 3.4% to 3.8% in LOCO configurations (see Table 5 LOCO configurations) by using 8-tap DCT-IF instead of 6-tap DIF. For detailed results please refer to 

TMuC-0.9-DCTIF12vs.6.xls 
TMuC-0.9-DCTIF12vs.8.xls 
TMuC-0.9-DCTIF12vs.10.xls 
TMuC-0.9-anchor-vs8tapDCTIF.xls

	
	Random access

(Y BD-rate)
	Low delay

(Y BD-rate)
	Random access LoCo

(Y BD-rate)
	Low delay LoCo

(Y BD-rate)

	
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap

	Class A
	0.4 
	0.0 
	0.1 
	 
	 
	 
	2.4 
	0.3 
	0.1 
	 
	 
	

	Class B
	0.5 
	0.0 
	0.4 
	0.9 
	-0.2 
	0.5 
	2.2 
	0.5 
	0.3 
	3.9 
	1.3 
	1.8 

	Class C
	0.6 
	0.8 
	2.4 
	1.1 
	1.0 
	2.6 
	1.2 
	1.2 
	3.9 
	2.4 
	1.7 
	4.9 

	Class D
	1.3 
	1.4 
	4.7 
	1.8 
	0.9 
	4.7 
	2.1 
	2.7 
	8.8 
	3.9 
	3.4 
	9.6 

	Class E
	 
	 
	 
	2.1 
	0.2 
	0.9 
	 
	 
	 
	7.0 
	2.5 
	3.8 

	All
	0.7 
	0.6 
	2.0 
	1.4 
	0.4 
	2.1 
	1.9 
	1.3 
	3.5 
	4.1 
	2.2 
	4.9 


Table 4  BD-Rate comparison for DCT-IF filter taps (6, 8, 10 taps vs. 12 taps).
	 
	 

Random access

 
	 

Random access LoCo

 

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0 
	0.0 
	0.0 
	1.7 
	1.0 
	0.9 

	Class B
	0.0 
	-0.1 
	-0.2 
	0.2 
	1.1 
	1.2 

	Class C
	0.8 
	0.3 
	0.3 
	-4.7 
	-0.5 
	-1.0 

	Class D
	1.4 
	0.9 
	0.9 
	-10.7 
	-4.4 
	-4.2 

	Class E
	 
	 
	 
	 
	 
	 

	All
	0.6 
	0.3 
	0.3 
	-3.8 
	-0.8 
	-0.9 

	Enc Time[%]
	101%
	111%

	Dec Time[%]
	105%
	121%

	 
	Low delay
	Low delay LoCo

	 
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 
	 
	 
	 

	Class B
	-0.2 
	0.0 
	0.0 
	-0.1 
	-1.4 
	-1.7 

	Class C
	1.0 
	0.9 
	1.0 
	-4.4 
	-4.4 
	-4.5 

	Class D
	0.9 
	1.3 
	1.8 
	-9.8 
	-9.6 
	-10.2 

	Class E
	0.2 
	-0.5 
	0.1 
	1.1 
	-0.7 
	-0.6 

	All
	0.4 
	0.5 
	0.7 
	-3.4 
	-4.1 
	-4.3 

	Enc Time[%]
	101%
	116%

	Dec Time[%]
	104%
	119%


Table 5  BD-Rate comparison (TMuC-0.9 anchor vs. 8-tap DCT-IF in both HE and LOCO configurations)
It appears that the DIF design has fundamental quality issues for sequences with special content structure (e.g. water). As shown in TMuC-0.9-anchor-vs8tapDCTIF.xls, the 6-tap DIF significantly underperform 8-tap DCT-IF in sequences such as BQSquare (28%~30%) and PartScene (13 ~15%).  

Note that the DCT-IF anchor data used for 6-tap, 8-tap and 12-tap has been verified by Samsung.
4 Memory bandwidth

The DCT-IF memory bandwidth requirements of different filter taps (12, 10, 8, 6) are measured for both HE and LOCO configurations. As memory bandwidth requirements largely depend on the length of filter tap, the numbers present here shall apply to other filters.
In no-cache mode (see Table 6) there is about 18% memory bandwidth saving by reducing the filter tap from 12 to 8 in the HE configurations, and about 5% memory bandwidth increase by increasing the filter tap from 6 to 8 in the LOCO configurations. Those numbers just represent the average worst case scenarios on the decoder side, in which reference blocks have no overlap from block to block. The absolute worse case would need to further assume that each LCU has a maximum number of motion vectors and minimum vector block size, which is not addressed in this measurement.
	
	Random access
	Low delay


	Random access LoCo


	Low delay LoCo



	
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap

	Class A
	-12.5
	-17.8
	-22.5
	 
	 
	 
	-6.8
	-10.3
	-14.8
	 
	 
	 

	Class B
	-10.4
	-16.2
	-20.9
	-12.1
	-18.7
	-23.9
	-6.6
	-10.0
	-13.9
	-7.5
	-11.8
	-16.9

	Class C
	-12.2
	-17.8
	-22.8
	-13.6
	-19.6
	-24.9
	-6.7
	-10.6
	-14.9
	-7.4
	-11.6
	-16.7

	Class D
	-14.3
	-20.7
	-25.9
	-16.5
	-23.0
	-29.0
	-7.0
	-11.7
	-16.1
	-7.4
	-13.0
	-19.4

	Class E
	 
	 
	 
	-6.9
	-9.5
	-12.1
	 
	 
	 
	-3.9
	-6.0
	-9.1

	All
	-12.2
	-18.0
	-22.9
	-12.6
	-18.3
	-23.2
	-6.8
	-10.6
	-14.9
	-6.8
	-11.0
	-16.0


Table 6 Decoder memory bandwidth savings (%) for DCTIF filter taps (6, 8, 10 taps vs. 12 taps). No Cache 64bit/256bit mode.
Table 7 estimates memory bandwidth with ratio between the 12-tap and 8-tap filter, simply based on the block size and filter tap length and assume no data overlap from reference block to reference block. No DDR alignment and burst size are considered. As shown in Table 7, in this estimate the 12-tap filter consumes roughly 43% more memory bandwidth when compared 8-tap filter in the average worst case. According to this estimate, the 12-tap would consume about 86% more bandwidth than the 8-tap filter in the absolute worst case.  

	 
	filter-tap 1
	filter-tap 2
	 
	

	 
	12
	8
	 
	 

	block size
	reference block size for filter1
	reference block size for filter2 
	memory bandwidth ratio
	 

	64 x 64
	5625
	5041
	1.11585003
	 

	32 x 32
	1849
	1521
	1.2156476
	 

	16 x16
	729
	529
	1.37807183
	 

	8 x 8
	361
	225
	1.60444444
	 

	4x 4
	225
	121
	1.85950413
	absolute worst case 

	 
	 
	 
	 
	 

	Total
	
	
	1.43470361


	average worst case


Table 7 Average worst case memory bandwidth ratio between 12-tap and 8-tap filters.

Table 8 shows the memory bandwidth measurement in cache mode. About 3.5% memory bandwidth reduction is achieved by replacing 12-tap with 8-tap filter in the HE configurations, while memory bandwidth is increased by about 1.5% by using 8-tap instead of 6-tap filter in the LOCO configurations.  Though the cache reduces the bandwidth, in worst case scenarios, the cache does not help.  Thus, implementations are designed for the typical worst case memory bandwidth.
	
	Random access


	Low delay


	Random access LoCo


	Low delay LoCo



	
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap
	10-tap
	8-tap
	6-tap

	Class A
	-1.9
	-3.5
	-5.0
	 
	 
	 
	-3.8
	-5.8
	-8.5
	 
	 
	 

	Class B
	-1.9
	-3.3
	-4.7
	-1.5
	-4.0
	-5.6
	-2.0
	-3.2
	-4.7
	-1.2
	-3.4
	-4.9

	Class C
	-2.0
	-3.4
	-5.0
	-1.8
	-4.3
	-6.7
	-1.9
	-3.1
	-4.6
	-1.4
	-3.5
	-5.8

	Class D
	-1.9
	-3.3
	-4.8
	-1.7
	-3.9
	-6.2
	-0.8
	-1.4
	-2.0
	-0.5
	-2.3
	-3.7

	Class E
	 
	 
	 
	-1.0
	-1.8
	-2.5
	 
	 
	 
	-1.4
	-2.1
	-3.2

	All
	-1.9
	-3.4
	-4.9
	-1.5
	-3.6
	-5.5
	-1.9
	-3.0
	-4.5
	-1.1
	-2.9
	-4.5


Table 8 Decoder memory bandwidth savings (%) for DCTIF filter taps (6, 8, 10 taps vs. 12 taps). LRU Cache 64bit/256bit mode.

The memory bandwidth numbers are measured on the motion vector fields generated by TMuC-0.9 software with DCT-IF filter tap 12, 10, 8 and 6 for both HE and LOCO configurations. The detailed results are provided in

TMuC-0.9-MemBW-DCTIF12vs.6.xls
TMuC-0.9-MemBW-DCTIF12vs.8.xls
TMuC-0.9-MemBW-DCTIF12vs.10.xls

5 Summary

This contribution provides detailed analysis of the complexity (hardware cost, software speed), memory bandwidth and coding efficiency of the various interpolation filters.  Key results include
· SIFO and 12-tap DCT-IF have the largest hardware cost; 12-tap DCT-IF is significantly larger than 8-tap DCT-IF when accounting for the difference in bit-width of intermediate data.
· DIF may pose challenges for memory access, particularly when implemented in conjunction with DCT-IF
· DIF provides an overall  9-11% decoder software speed up on average compare with DCT-IF, but has fundamental quality issues in sequences with special content structure (e.g. water) 
· 8-tap DCT-IF has coding gain of 3.4% to 3.8% in LOCO and coding loss of 0.4% to 0.6% in HE relative to current filters in HM1
· 8-tap DCT-IF reduces the memory bandwidth requirement by 18% as compared with a 12-tap DCT-IF.
Based on the above evidence, using an 8-tap DCT-IF for both HE and LOCO is recommended to achieve a balance between complexity, memory bandwidth and coding efficiency, and to simplify the HEVC codec design by having a single interpolation filter across the standard.
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