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Abstract

Low power and high frame rate/resolution requirements for future video coding applications make the need for parallelism in the video codec implementation ever more important.   The CABAC entropy coding engine has been identified as a key bottleneck in the H.264/AVC video decoder.  This contribution begins by describing the differences between regular slices, entropy slices and interleaved entropy slices.  It then provides an analysis of these tools based on throughput, coding efficiency, implementation complexity and latency.  Based on these metrics, interleaved entropy slices is recommended as a favorable approach for parallel CABAC processing due to its high throughput, low memory bandwidth, low latency and high coding efficiency.

1 Introduction
Parallelism can be used to achieve the high processing speed that is necessary to deliver high resolution and frame rates.  At the same time, power consumption is becoming increasingly important as more video codecs are found in battery-operated devices.  An effective method of reducing power consumption is to increase throughput (via parallelism) and then trade-off of the processing speed for power savings with voltage scaling.  Thus the amount of parallelism extends beyond the minimum necessary to achieve a given frame rate or resolution.  In other words, if it takes a minimum of N parallel cores to achieve 4kx2k @ 60fps, for power reduction, we may want to have 2N cores running at half speed and a lower voltage.  Accordingly, parallel processing can be used to address both the power and performance requirements of future video codecs.  One of the key throughput bottlenecks in the video codec is entropy coding.   In particular, parallelism is difficult to achieve with the existing AVC CABAC due to its inherent serial nature.  
Various forms of parallelism have been proposed for HEVC at the bin, syntax element, and slice level; for each form, various methods have been proposed.  For instance, for slice level parallelism Regular Slices (i.e. slices used in AVC), Entropy Slices [1][2], Ordered Entropy Slices [3]
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[4] and Interleaved Entropy Slices [5][6] have been proposed for HEVC.  It is important to understand the impact of the various parallel processing methods in terms of
· Throughput 
· Coding efficiency

· Implementation complexity  (e.g. memory bandwidth)

· Latency 

This contribution begins by describing the differences between regular slices, entropy slices and interleaved entropy slices.  It then provides an analysis of these tools based on the above metrics.
2 Description of the Slice Parallelism Tools
This section explains how parallelism is achieved in a video decoder using regular slices, entropy slices and interleaved entropy slices. For the purpose of highlighting the differences between the different approaches, the decoder will be broken into two parts as shown in Fig. 1.  The entropy decoding portion (which will be referred to as entropy decoder), and the rest for the decoder (which will be referred to as pixel decoder).  Furthermore, the definition of “dependencies” in the subsequent discussion refers to the top and left neighboring macroblocks or coding unit (CU). 

[image: image1]
Fig. 1 – Video decoder is broken into entropy decoder and pixel decoder.

In AVC, a frame can be broken into regular slices.  In most cases
 the slices are independent of each other, meaning each slice can be fully decoded (i.e. reconstruct all pixels) without any information from the other slices.  This allows regular slices to be fully decoded in parallel.  Accordingly, the entropy decoder and pixel decoder can run in parallel. One key drawback of having slices that are entirely independent is that redundant information cannot be removed across slices, which results in coding loss.
Entropy slices enable independent entropy decoding, where all the syntax elements can be decoded without information from other entropy slices.  However, to achieve better coding efficiency than fully independent slices (i.e. regular slices in AVC), there remains dependencies between the entropy slices when using the syntax elements to decode pixels (e.g. for spatial and motion vector prediction).  In other words, the entropy decoder can run in parallel; however, it does not enable parallelism in the pixel decoder.  In order for both the entropy decoder and pixel decoder to operate in parallel, frame level buffering is required.  This observation was first highlighted in [3].
Interleaved entropy slices allow dependencies across slices for both syntax element and pixel decoding which helps improve coding efficiency.  To enable parallel processing of slices that have dependencies, interleaved entropy slices divides a frame into slices in a different manner than entropy slices and regular slices.  A typical spatial location of the macroblocks allocated to regular slices and entropy slices is shown in Fig. 2.   For interleave entropy slices, the macroblocks are allocated as shown in Fig. 3.  Different rows of macroblocks are assigned to each slice.  In Fig. 3, as long as slice A is one or two macroblocks ahead of slice B, both slices can be decoded in parallel.   This form of processing is often referred to wavefront process.  With interleaved entropy slices, both the entropy decoder and pixel decoder can process different slices in parallel.

[image: image2]
Fig. 2 Macroblock allocation for regular slices and entropy slices.
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Fig. 3 Macroblock allocation for interleaved entropy slices.

3 Evaluation of Tools
This section evaluates regular slices, entropy slices and interleaved entropy slices based 

· Throughput 
· Implementation complexity  (e.g. Memory bandwidth)

· Latency 

· Coding efficiency

3.1 Throughput 
While throughput is correlated with degree of parallelism, it not equal to it.  It depends strongly on the workload balance between the parallel engines.  If the workload is not equally distributed, some engines will be idle, and the effective throughput is reduced (i.e. Nx parallel hardware blocks will not result in an Nx throughput increase).  Thus workload balance should be evaluated for each tool.  When CABAC is used for entropy coding, the workload can be measured in terms of number of binary symbols (bins).  
The effective throughput was measured for each tool.  Each frame was broken into the same number of slices and, as much as possible, an equal number of macroblocks were assigned to each slice. The number of bins per slice was measured for a given frame.  To account for any workload imbalance, the slice with the largest number of bins per frame was used to compute the throughput.  Table 1 shows the measured results of this experiment.  The experiment was performed using JM12.0 under VCEG common conditions [8].  The macroblock allocation used in interleaved entropy slices has better workload balance than the one used for regular and entropy slices.  This is due to the fact that the slices in interleaved entropy slices cover similar areas, while the slices for regular or entropy slices cover distinct parts of the frame which are more likely to be different and thus resulting in different workload for each slice.  As fewer cores are needed for interleaved entropy slices to achieve the same throughput as entropy slices and regular slices, the area cost of interleaved entropy slices is also reduced relative to the other approaches.
	Tool
	1 slice per frame
	15 slices per frame
	23 slices per frame

	Regular Slices
	1
	9.6x
	14.0x

	Entropy Slices
	1
	10.3x
	15.0x

	Interleaved Entropy Slices
	1
	12.2x
	17.0x


Table 1: Summary of effective throughput of each slice parallelism approach for different number of slices per frame.  Values were obtained from averaging across 720p sequences.
3.2 Implementation complexity (e.g. Memory Bandwidth)  
Regular slices have the simplest implementation as the entire video decoder core can be replicated and no communication is required between the cores.   
In entropy slices, the entropy decoder is replicated.  However, the syntax elements produced by the entropy decoders cannot be immediately decoded by the pixel decoders due to the top dependencies. This issue was first highlighted in [3]. Thus, the syntax elements produced by the parallel entropy decoders must be stored in memory before the pixel decoder begins decoding.  This increases memory bandwidth.  Specifically, according to [3], the memory overhead of frame buffering syntax elements for 4kx2k @ 60fps is 3 Gbytes/sec.  Memory bandwidth impacts both power and processing speed.  The number of ports available on a memory is limited.  Thus increasing memory bandwidth can results in more read/write conflicts, which can cause stalls leading to degradation in processing speed.
In interleaved entropy slices, both the entropy decoder and the pixel decoder can run in parallel.  Communication is required between the cores, which can be managed simply with a FIFO (first-in-first-out memory).  
In all tools, the entire context memory must be replicated.  A line buffer is required in the video decoder to store information about the entire previous row of macroblocks in order to satisfy top dependencies.  This buffer can either be stored on-chip, at the cost of area, or off-chip at the cost of increases memory bandwidth.   High resolutions require a large line buffer, and accessing a large memory also increases power consumption.  For single slice per frame, regular slices and entropy slices, this large memory is accessed for every row.  Furthermore, if an on-chip buffer is used, regular slices and entropy slices require the buffer to be replicated for each core.   With interleaved entropy slices, only a single line buffer is required, independent of the number of cores, and the number of accesses to the line buffer is reduced.  For N interleaved entropy slices per frame, the line buffer is accessed 1/N as compared with single slice, regular slices, and entropy slice.  

One should also consider how the encoder memory bandwidth would be affected by slice parallelism.  For instance, one could consider the implications of running multiple motion estimation cores in parallel.  Motion estimation has significant bandwidth requirements which will grow with higher resolutions.  With interleave entropy slices, there is high opportunity for caching across motion estimation cores since they operate on similar areas.  This is not an advantage afforded to regular slices or entropy slices.
	Tool
	Frequency of Access to Line Buffer 
	Buffer between entropy decoder and pixel decoder

	Single slice per frame
	Every Row
	No

	Regular Slices
	0
	No

	Entropy Slices
	Every Row
	Yes

	Interleaved Entropy Slices
	Every Nth Row
	No


Table 2: Summary of memory bandwidth characteristics of each slice parallelism approach.

3.3 Latency 

Low latency is critical for applications such as video conferencing.  The latency of each tool should be evaluated at both the encoder and decoder.  We consider the case where transmission can begin before the entire NALU is encoded, and display can begin before entire NALU is decoded.
3.3.1 Encoder

All regular slices can begin encoding at the same time. For interleaved entropy slices, slice N can only begin encoding once slice N-1 has encoded one macroblock.  Similarly, slice N-1 can only begin encoding once slice N-2 has encoded one macroblock.  Thus, the latency for a frame with N slices, is N-1 macroblocks.

For parallel entropy coding with entropy slices, the first entropy slices can begin encoding immediately.  However, the other entropy slices cannot run in parallel without cost in latency.  Recall that the dependencies still remain in pixel encoding for entropy slices.  Pixel encoding can be done in a serial manner, in which case the other entropy slices must way until their input syntax elements are generated.  Alternatively, if the pixel encoding is done in a parallel manner, frame buffering is needed so that all syntax elements would be ready for each entropy encoder, which would lead to one frame latency.  
3.3.2 Decoder

The decoder latency of regular and interleaved entropy slices is the same as the encoder.  All regular slices can begin decoding at the same time. For interleaved entropy slices, slice N can only begin decoding once slice N-1 has decoded at least one macroblock.  Similarly, slice N-1 can only begin decoding once slice N-2 has decoded at least one macroblock.  Thus, the latency for a frame with N slices is N-1 macroblocks.

As mentioned earlier, the syntax elements generated by the parallel entropy decoders cannot be immediately processed by the pixel decoder due to top dependencies.  Thus these syntax elements need to be stored in memory.  In order to have parallel processing for the pixel decoder as well (so that the processing speed of pixel decoding is the same as syntax element decoding), a full frame of data needs to be stored.  This leads to a minimum one frame latency in the decoding of entropy slices.
3.4 Coding efficiency

In regular slices, entropy slices and interleaved entropy slices, each slice is contained in NAL unit.  This enables all slices to be accessed in parallel. Entropy slices and interleaved entropy slices both have reduced slices headers as proposed in [1].

The coding loss required to achieve a 10x increase in effective throughput, was measured for each tool.  As much as possible, an equal number of macroblocks where assigned to each slice. The anchor was single regular slice per frame.  The measurements for interleaved entropy slices were done using JM12.0 under VCEG common conditions.  The BD-rates for Entropy Slices proposal are taken directly from [3].  For the same throughput, interleaved entropy slices has up to 3x less coding penalty than the other tools.  This can be attributed to three reasons: 1) interleaved entropy slices (and entropy slices) allow for dependencies across slices for the pixel decoding; 2) interleaved entropy slices allows using information from other slices to perform context selection; 3) The improved workload balancing of interleaved entropy slices means that fewer slices are needed to achieve the same effective throughput.  This means that interleaved entropy slices will have less start code overhead compared with entropy slices and regular slices.
	Tool
	Coding Loss for 10x throughput 
	Number of Slices required for 10x throughput

	Single slice per frame
	0
	Not possible

	Regular Slices
	5.3 to 9.7 %
	15

	Entropy Slices
	1.3 to 8.8%
	15

	Interleaved Entropy Slices
	1.5 to 3.2%
	12


Table 1. A comparison of the coding efficiency penalty (BD-rate [9]
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[10]) versus throughput for Parallel CABAC proposals.
4 Conclusions

In this contribution, the various forms of slice level parallelism were compared in terms of throughput, coding efficiency, implementation complexity (memory bandwidth), and latency. Based on this analysis, interleaved entropy slices has shown to provide the following benefits:
1) high effective throughput

2) low area cost

3) good coding efficiency

4) reduced memory bandwidth 

5) simple synchronization and implementation

6) low latency

7) enables full decoder parallelism
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� An exception is when deblocking is enabled across regular slices.  
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