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Abstract
This contribution reports cross-check results on performance of self derivation of motion estimation proposed in JCTVC-C127 according to the description of CE1.  
1 Introduction

Performance verification on CE1 approved at the last Guangzhou meeting [1] was conducted. The verified method is self derivation of motion estimation (SDME) technique proposed by Intel in JCTVC-C127 [3], which was approved in Guangzhou as an evaluation item in CE1. The evaluation was performed using modified TMuC 0.9 software provided by Intel. It has been observed that the SDME technique with the 2-step refinement of precision for half-pel and quarter-pel achieves around 2.8% average BD rate reduction with 24% decoding time increase for HE-RA condition, 2.2% BD rate reduction with 38% decoding time increase, relative to HM-1 default configuration. By disabling refinement, BD rate improvements are decreased around 1%, while decoding time can be shorten around 15-20%. 
2 Simulation results
Table 1 shows test conditions used in our experiment, which is to test configuration defined in the CE1 document [1]. We verified that the modified TMuC 0.9 software generates bitstreams consistent with those can be obtained by using original TMuC 0.9 software with HM-1 default configuration. Given this, we adopted original TMuC 0.9 encoding results as our anchor data, especially for comparison of encoding/decoding time. Encoding and decoding time for both anchor and the test case were measured using “time” command in Linux platform (Fedora x86_64). Encoding simulations were done in our PC cluster system, and encoding time was measured with outputting local decoded YUV files. For decoding time, we obtained two types of values: one is the result obtained by running decoder within the PC cluster system, and the other is those obtained by closed local PC system. For the former case, we measured decoding time with “-o” option (with outputting YUV files). The measurement for the latter case was done without –o option.
Table 1  Test Condition
	Codec software
	Implementation of the tool proposed in JCTVC-C127[3] based on TMuC0.9 software 

	Test configuration
	C500[2] 

	QP setting
	QPI=22,37,32,37

	Constraint Sets
	CS4, CS5


The BD rate reduction obtained by the proposed method is listed in Table 2 and 3. It has been observed that the SDME technique with the 2-step refinement achieves around 2.8% average BD rate reduction with 24% decoding time increase for HE-RA condition, 2.2% BD rate reduction with 38% decoding time increase, relative to HM-1 default configuration. By disabling refinement, BD rate improvements are decreased around 1%, while decoding time can be shorten around 15-20%. From this result, decoding time does not seem to depend so much on measurement methods except for LC-RA case of “2-step refinement” (around 5% difference). However, we believe that decoding time result should be sensitive to how it is measured. It is recommended to have more concrete consensus on measurement method for decoding time.
Table 2 Performance for Random Access Conditions with the 2-step refinement
	
	Random access
	Random access LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-3.6 
	-3.6 
	-3.6 
	-2.9 
	-2.5 
	-2.5 

	Class B
	-2.8 
	-2.5 
	-2.4 
	-2.5 
	-1.8 
	-1.7 

	Class C
	-2.5 
	-2.5 
	-2.6 
	-1.8 
	-1.6 
	-1.8 

	Class D
	-2.8 
	-2.7 
	-2.6 
	-1.9 
	-1.6 
	-1.6 

	Class E
	　
	　
	　
	　
	　
	　

	All
	-2.8 
	-2.7 
	-2.7 
	-2.2 
	-1.8 
	-1.8 

	Enc Time[%]
	129%
	125%

	Dec Time[%]
(w –o option)
	123%
	136%

	Dec Time[%]
(w/o –o option)
	125%
	141%


Table 3 Performance for Random Access Conditions without the 2-step refinement
	
	Random access
	Random access LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-2.4 
	-2.6 
	-2.5 
	-1.7 
	-1.7 
	-1.6 

	Class B
	-1.4 
	-1.4 
	-1.4 
	-1.2 
	-1.2 
	-1.2 

	Class C
	-1.3 
	-1.6 
	-1.6 
	-1.0 
	-1.2 
	-1.4 

	Class D
	-1.4 
	-1.7 
	-1.5 
	-1.1 
	-1.4 
	-1.2 

	Class E
	　
	　
	　
	　
	　
	　

	All
	-1.5 
	-1.7 
	-1.6 
	-1.2 
	-1.3 
	-1.3 

	Enc Time[%]
	119%
	117%

	Dec Time[%]
(w –o option)
	108%
	117%

	Dec Time[%]
(w/o –o option)
	108%
	117%
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