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Abstract

We propose a method for initializing CABAC at the start of each largest coding unit (LCU) row. The primary goal of this proposal is to create a bit-stream that is friendly to parallel wavefront encoding and decoding while allowing LCUs to be written in raster-scan order in the VCL.  We demonstrate a very high degree of parallelism (e.g., 16x for 1080p) can be achieved with a BD bitrate increase of 0.2% for intra, 1.3% for randomaccess and 1.6% for lowdelay scenarios.  This accounts for the loss due to context re-initialization and also signaling the entry points within the bit-stream. If the entry points are instead signaled using markers then the BD bitrate increase is 0.2% for intra, 1.8% for randomaccess and 2.3% for lowdelay. It no entry points information is communicated then the BD bitrate increase is 0.1% for intra, 1.1% for randomaccess and 1.2% for lowdelay
Introduction

We propose a method to re-initialize the entropy coder at the beginning of each LCU row.  The benefit of this method is that wavefront processing is supported explicitly within the bit-stream.  Wavefront processing describes an approach where LCUs are constructed as soon as the neighboring dependencies are satisfied.  Due to the causal nature of the HM design, this coding strategy visually appears as a wavefront.  With our approach, resetting the entropy coding engine at the start of the LCU row allows for wavefront processing in both the entropy decoding and reconstruction phases.  We set the entropy coding state to predefined values for maximum parallelization.  For scenarios that require higher degrees of parallelization, we set the entropy coding state to the state of a previously processed LCU row.  

Syntax and Semantics
We enable the wavefront processing functionality with the following syntax and semantics. 
Table 1 Sequence parameter set RBSP syntax
	seq_parameter_set_rbsp( ) {
	C
	Descriptor

	  regular sequence parameter set ….
	
	

	         if (entropy_coding_mode_flag) {
	
	

	

  lcu_row_cabac_init_flag
	1
	u(1)

	

  if( lcu_row_cabac_init_flag  && lcu_use_prev_N_rows_flag==0){
	
	

	


  lcu_row_cabac_init_idc_flag
	1
	u(1)

	              If (lcu_row_cabac_init_idc_flag==0) {
	
	

	                 lcu_use_prev_N_rows_ctxt_flag
	1
	u(1)

	                 if (lcu_use_prev_N_rows_ctxt_flag) {
	
	

	                   lcu_prev_N_count
	2
	ue(v)

	                 }
	
	

	           }
	
	

	}
	
	


“lcu_row_cabac_init_flag” flag signals if entropy decoding is initialized at the start of the largest coding unit (LCU) row.  A value 0 indicates no context initialization is carried out at the start of a LCU row. A value of 1 indicates context initialization is carried out at the start of LCU.

 “lcu_row_cabac_init_idc_flag” flag signals if cabac_init_idc values will be transmitted at the start of each LCU row.   When the value of the “lcu_row_cabac_init_idc_flag” flag is “1” values will be transmitted at the start of each LCU row.  When the flag is not sent the “lcu_row_cabac_init_idc_flag” flag shall be inferred to be “0.”
“lcu_use_prev_N_rows_ctxt_flag” flag signals if “lcu_prev_N_count” will be transmitted. If “lcu_use_prev_N_rows_ctxt_flag” is set to zero then the default tables used by reset entropy coder operation is used for context initialization. If “lcu_use_prev_N_rows_ctxt_flag” is set to 1 then “lcu_prev_N_count” is transmitted within the sequence parameter set.

If “lcu_use_prev_N_rows_ctxt_flag” is set to 1 then the context initialization at the start of a LCU row “R” is carried out by copying the entropy coder context at the end of LCU row “R- lcu_prev_N_count-1”.

Table 2 Slice header

	slice_header( ) {
	C
	Descriptor

	    entropy_slice_flag
	2
	u(1)

	     if   (entropy_slice_flag) {
	
	

	         first_lcu_in_slice
	2
	ue(v)

	         lcu_row_locations_flag
	1
	u(1)

	          if( lcu_row_cabac_init_flag ){
	
	

	             if (lcu_row_locations_flag) {
	
	

	               lcu_row_locations ()
	
	

	             }
	
	

	          }
	
	

	         if( entropy_coding_mode_flag  &&  slice_type  !=  I) {
	
	

	             cabac_init_idc
	2
	ue(v)

	        }
	
	

	    }  
	
	

	   else  {
	
	

	     if( lcu_row_cabac_init_flag ){
	
	

	         lcu_row_locations_flag
	1
	u(1)

	         if (lcu_row_locations_flag) {
	
	

	           lcu_row_ locations ()
	
	

	         }
	
	

	     }
	
	

	     a regular slice header ……..
	
	

	  }
	
	

	}
	
	


· “lcu_row_locations_flag” signals if LCU row location information is being transmitted or not.  If the value of “lcu_row_locations_flag” is “1”, then the LCU row location information is transmitted, otherwise it is not transmitted. The default value for “lcu_row_locations_flag” is “0”.

Table 3 LCU row location information

	lcu_row_ locations()
	C
	Descriptor

	{
	
	

	num_of_lcu_rows_minus1_slice
	2
	ue(v)

	  for (i=0; i<num_of_lcu_rows_minus1_slice; i++) {
	
	

	    lcu_row_offset[i]
	2
	ue(v)

	  }
	
	

	}
	
	


· “num_of_lcu_rows_minus1_slice” specifies the number of LCU rows in the slice

· “lcu_row_offset [i]” indicates the offset of the ith  LCU row from the previous LCU row. The lcu_row_offset [i] is differentially encoded as the difference in the size of previous LCU row  from the LCU row prior to the previous LCU row. For i=0 since no LCU row prior to the previous LCU row exists the size of the previous LCU row is transmitted.
Table 4 coding unit

	coding_unit( x0, y0, currCodingUnitSize ) {
	C
	Descriptor

	    if (x0==0 && currCodingUnitSize==MaxCodingUnitSize &&  

      mb_row_cabac_init_idc_flag==true && mb_id!=first_mb_in_slice &&

      lcu_use_prev_N_rows_ctxt_flag==0) {
	
	

	

cabac_init_idc_present_flag
	1
	u(1)

	

if( cabac_init_idc_present_flag)
	
	

	      

cabac_init_idc
	2
	ue(v)

	    }
	
	

	   a regular coding unit …
	
	

	}
	
	


“cabac_init_idc_present_flag” flag may signal if a cabac_init_idc value is transmitted for the LCU.  When a cabac_init_idc value is not transmitted for the LCU then the entropy coding context is reset using the preceding value for cabac_init_idc in the bit-stream.  
1 Results

We implemented the proposed method into the HM software.  We then coded all sequences using the high-performance configuration files described in JCTVC-C500 [3]. Full results are available in the attached XLS sheets. However, the summary is as follows:
With no location information transmitted.

	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.1 
	0.0 
	0.0 

	Class B
	0.1 
	0.1 
	0.1 

	Class C
	0.1 
	-0.1 
	0.0 

	Class D
	0.1 
	0.0 
	0.0 

	Class E
	0.3 
	0.4 
	-0.8 

	All
	0.1 
	0.1 
	-0.1 

	Enc Time[%]
	112%

	Dec Time[%]
	101%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.8 
	1.5 
	1.2 

	Class B
	1.2 
	2.1 
	1.5 

	Class C
	1.1 
	1.4 
	1.3 

	Class D
	1.2 
	1.3 
	1.2 

	Class E
	 
	 
	 

	All
	1.1 
	1.6 
	1.3 

	Enc Time[%]
	111%

	Dec Time[%]
	103%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	1.0 
	2.9 
	1.9 

	Class C
	0.7 
	1.3 
	1.6 

	Class D
	1.0 
	0.3 
	0.6 

	Class E
	2.2 
	-0.4 
	-0.3 

	All
	1.2 
	1.2 
	1.1 

	Enc Time[%]
	103%

	Dec Time[%]
	98%


With explicit start of LCU row location information in slice header
	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.1 
	0.0 
	0.0 

	Class B
	0.1 
	0.1 
	0.1 

	Class C
	0.1 
	0.0 
	0.0 

	Class D
	0.1 
	0.1 
	0.0 

	Class E
	0.4 
	0.5 
	-0.7 

	All
	0.2 
	0.1 
	-0.1 

	Enc Time[%]
	112%

	Dec Time[%]
	101%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.9 
	1.7 
	1.3 

	Class B
	1.4 
	2.3 
	1.7 

	Class C
	1.3 
	1.6 
	1.6 

	Class D
	1.5 
	1.7 
	1.5 

	Class E
	 
	 
	 

	All
	1.3 
	1.9 
	1.6 

	Enc Time[%]
	111%

	Dec Time[%]
	103%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	1.3 
	3.1 
	2.1 

	Class C
	0.9 
	1.5 
	1.8 

	Class D
	1.3 
	0.6 
	0.9 

	Class E
	3.3 
	0.7 
	0.8 

	All
	1.6 
	1.6 
	1.5 

	Enc Time[%]
	103%

	Dec Time[%]
	98%


With markers to indicate start of LCU row location information
	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.1 
	0.1 
	0.0 

	Class B
	0.2 
	0.2 
	0.2 

	Class C
	0.2 
	0.0 
	0.0 

	Class D
	0.2 
	0.1 
	0.0 

	Class E
	0.5 
	0.6 
	-0.6 

	All
	0.2 
	0.2 
	0.0 

	Enc Time[%]
	112%

	Dec Time[%]
	101%

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	1.2 
	2.0 
	1.6 

	Class B
	1.9 
	2.9 
	2.2 

	Class C
	1.8 
	2.1 
	2.0 

	Class D
	1.9 
	2.0 
	1.9 

	Class E
	 
	 
	 

	All
	1.8 
	2.3 
	2.0 

	Enc Time[%]
	111%

	Dec Time[%]
	103%

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	1.6 
	3.5 
	2.5 

	Class C
	1.2 
	1.8 
	2.1 

	Class D
	1.8 
	1.1 
	1.4 

	Class E
	5.5 
	2.8 
	2.8 

	All
	2.3 
	2.3 
	2.2 

	Enc Time[%]
	103%

	Dec Time[%]
	98%


In summary:
	
	Y BD Rate

(intra)
	Y BD Rate

(randomaccess)
	Y BD Rate

(lowdelay)

	No Location
	0.1%
	1.1%
	1.2%

	With Explicit Location
	0.2%
	1.3%
	1.6%

	With Markers
	0.2%
	1.8%
	2.3%


2 Conclusions

We propose a method for initialization of entropy coder contexts at the start of a largest coding unit (LCU) row. The primary goal of this proposal is to enable parallel wavefront operations while allowing LCUs to be written in the bit-stream in raster scan order.
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