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_____________________________
Abstract

Due to large block size transform and quantization used in the HEVC, carrying the quantization matrices in the picture parameter set will lead to a significant overhead. In this document, a quantization matrix compression algorithm is proposed to achieve compact representation of quantization matrices for HEVC. The algorithm provides 7x more compression when compared to the AVC quantization matrix compression method if all the compression steps are enabled. It is recommended to set up an ad-hoc group to investigate the perceptual quantization of the HEVC coding with large block transforms, and to specify the compact quantization matrix representation format for efficient carriage of the quantization matrices in the HEVC picture parameter set.  

1 Introduction
In the fist test model of HEVC (HM1), transform and quantization block sizes up to 32x32 are supported. The large block transforms can provide improved coding efficiency, but also lead to larger overhead for carrying the perceptual quantization matrices in the picture parameter sets. This overhead can become significant for low-bit rate applications. Therefore, it is desirable to design a compact representation format for the quantization matrices of large block sizes.   

In this document, a quantization matrix compression algorithm is proposed to achieve the compact representation of the quantization matrices for the HEVC.  
2 Problem Statement

In the previous AVC standard, the compression method illustrated in the Figure 1 is used to compress the quantization matrices carried in the picture parameter set. The compression method has the following three steps.
1. zigzag scanning to convert a 2-D quantization matrix into to a 1-D sequence

2. 1-D sample prediction to create 1-D residual sequence

3. using signed exp-golomb code to compress the residual losslessly
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Figure 1: Diagram of H.264 quantization matrix compression

With this lossless compression method, the HEVC will encounter big overhead to carry the quantization matrices in the picture parameter set. Table 1 lists the number of quantization matrices required in AVC and HEVC and the total number of bits required to represent the matrices.  Taking the quantization matrices in Table 2 to Table 5 as example, in the AVC there are only 6 quantization matrices for 4x4 block size (i.e. separate matrix for intra/inter coding and  Y, U, V components) and 2 quantization matrices for 8x8 block size (i.e. separate matrix for intra/inter Y component. 8x8 transform is not used for U and V in the AVC), the total number bits for carrying 4x4 and 8x8 matrices in Table 2 and 3 are 1528. However, in the HEVC there could be 6 quantization matrices for each block size (i.e. separate matrix for intra/inter coding and Y, U, V components). In this example the total number of bits for carrying quantization matrices (Table 2 to Table 5) increases to 16584, more than 10x increase compared to the AVC.

	Quantization matrix block size
	Number of bits
	Number of quantization in AVC
	Total bits for quantization matrices in AVC
	Number of quantization in HEVC
	Total bits for quantization matrices in HEVC

	4x4
	140
	6
	1528
	6
	16584

	8x8
	344
	2
	
	6
	

	16x16
	702
	0
	
	6
	

	32x32
	1578
	0
	
	6
	


Table 1: Overhead bits of carrying quantization matrices in picture parameter set: AVC vs. HEVC 

	  8,  20,  68,  80, 

 20,  56,  92, 152, 

 68,  92, 140, 164, 

 80, 152, 164, 188,



Table 2: Example of 4x4 quantization matrix

	  8,  11,  23,  26,  50,  53,  89,  92, 

 11,  20,  29,  47,  56,  86,  95, 134, 

 23,  29,  44,  59,  83,  98, 131, 137, 

 26,  47,  59,  80, 101, 128, 140, 167, 

 50,  56,  83, 101, 125, 143, 164, 170, 

 53,  86,  98, 128, 143, 161, 173, 188, 

 89,  95, 131, 140, 164, 173, 185, 191, 

 92, 134, 137, 167, 170, 188, 191, 197,



Table 3: Example of 8x8 quantization matrix

	   8,   8,  11,  12,  18,  19,  28,  29,  41,  41,  56,  57,  75,  76,  97,  98, 

  8,  11,  13,  17,  20,  27,  29,  40,  42,  56,  58,  74,  77,  96,  98, 120, 

 11,  13,  17,  20,  26,  30,  39,  43,  55,  59,  74,  77,  95,  99, 119, 121, 

 12,  17,  20,  26,  31,  38,  44,  54,  59,  73,  78,  95, 100, 119, 122, 140, 

 18,  20,  26,  31,  38,  44,  53,  60,  72,  79,  94, 101, 118, 122, 140, 141, 

 19,  27,  30,  38,  44,  53,  61,  71,  80,  93, 101, 117, 123, 139, 142, 158, 

 28,  29,  39,  44,  53,  61,  71,  80,  92, 102, 116, 124, 138, 143, 157, 158, 

 29,  40,  43,  54,  60,  71,  80,  92, 103, 116, 125, 137, 143, 156, 159, 172, 

 41,  42,  55,  59,  72,  80,  92, 103, 115, 125, 137, 144, 155, 160, 171, 173, 

 41,  56,  59,  73,  79,  93, 102, 116, 125, 136, 145, 155, 161, 170, 173, 183, 

 56,  58,  74,  78,  94, 101, 116, 125, 137, 145, 154, 161, 170, 174, 182, 184, 

 57,  74,  77,  95, 101, 117, 124, 137, 144, 155, 161, 169, 175, 182, 185, 191, 

 75,  77,  95, 100, 118, 123, 138, 143, 155, 161, 170, 175, 181, 185, 191, 192, 

 76,  96,  99, 119, 122, 139, 143, 156, 160, 170, 174, 182, 185, 190, 193, 197, 

 97,  98, 119, 122, 140, 142, 157, 159, 171, 173, 182, 185, 191, 193, 196, 197, 

 98, 120, 121, 140, 141, 158, 158, 172, 173, 183, 184, 191, 192, 197, 197, 199,



Table 4: Example of 16x16 quantization matrix

	8,   8,   8,   9,  10,  10,  13,  13,  16,  16,  20,  20,  24,  25,  30,  30,  36,  36,  43,  43,  51,  51,  59,  59,  68,  68,  78,  78,  89,  89, 100, 101, 

  8,   8,   9,  10,  11,  12,  13,  16,  16,  20,  20,  24,  25,  30,  30,  36,  36,  43,  43,  50,  51,  59,  59,  68,  69,  78,  79,  89,  89, 100, 101, 112, 

  8,   9,  10,  11,  12,  13,  15,  16,  19,  20,  24,  25,  29,  30,  36,  37,  43,  44,  50,  51,  59,  60,  68,  69,  78,  79,  89,  89, 100, 101, 112, 112, 

  9,  10,  11,  12,  13,  15,  17,  19,  20,  24,  25,  29,  31,  35,  37,  42,  44,  50,  51,  59,  60,  68,  69,  78,  79,  88,  90, 100, 101, 112, 113, 123, 

 10,  11,  12,  13,  15,  17,  19,  21,  24,  25,  29,  31,  35,  37,  42,  44,  50,  52,  58,  60,  68,  69,  77,  79,  88,  90, 100, 101, 112, 113, 123, 123, 

 10,  12,  13,  15,  17,  19,  21,  23,  26,  29,  31,  35,  37,  42,  44,  50,  52,  58,  60,  67,  69,  77,  79,  88,  90,  99, 101, 111, 113, 123, 124, 134, 

 13,  13,  15,  17,  19,  21,  23,  26,  29,  31,  35,  37,  42,  44,  50,  52,  58,  60,  67,  70,  77,  80,  88,  90,  99, 102, 111, 113, 123, 124, 133, 134, 

 13,  16,  16,  19,  21,  23,  26,  29,  31,  35,  38,  42,  44,  49,  52,  58,  61,  67,  70,  77,  80,  88,  90,  99, 102, 111, 113, 122, 124, 133, 134, 143, 

 16,  16,  19,  20,  24,  26,  29,  31,  35,  38,  41,  45,  49,  52,  58,  61,  67,  70,  77,  80,  87,  91,  99, 102, 111, 113, 122, 124, 133, 134, 143, 143, 

 16,  20,  20,  24,  25,  29,  31,  35,  38,  41,  45,  49,  53,  57,  61,  67,  70,  77,  80,  87,  91,  99, 102, 111, 114, 122, 124, 133, 134, 143, 143, 152, 

 20,  20,  24,  25,  29,  31,  35,  38,  41,  45,  49,  53,  57,  61,  66,  70,  76,  80,  87,  91,  98, 102, 110, 114, 122, 125, 133, 134, 143, 144, 152, 152, 

 20,  24,  25,  29,  31,  35,  37,  42,  45,  49,  53,  57,  61,  66,  71,  76,  80,  87,  91,  98, 103, 110, 114, 122, 125, 132, 135, 142, 144, 152, 152, 160, 

 24,  25,  29,  31,  35,  37,  42,  44,  49,  53,  57,  61,  66,  71,  76,  81,  87,  91,  98, 103, 110, 114, 122, 125, 132, 135, 142, 144, 151, 152, 160, 160, 

 25,  30,  30,  35,  37,  42,  44,  49,  52,  57,  61,  66,  71,  76,  81,  86,  92,  98, 103, 110, 114, 121, 125, 132, 135, 142, 144, 151, 153, 160, 160, 167, 

 30,  30,  36,  37,  42,  44,  50,  52,  58,  61,  66,  71,  76,  81,  86,  92,  98, 103, 110, 115, 121, 125, 132, 135, 142, 144, 151, 153, 159, 161, 167, 167, 

 30,  36,  37,  42,  44,  50,  52,  58,  61,  67,  70,  76,  81,  86,  92,  98, 103, 110, 115, 121, 125, 132, 135, 142, 145, 151, 153, 159, 161, 167, 168, 174, 

 36,  36,  43,  44,  50,  52,  58,  61,  67,  70,  76,  80,  87,  92,  98, 103, 109, 115, 121, 126, 131, 136, 141, 145, 151, 153, 159, 161, 167, 168, 174, 174, 

 36,  43,  44,  50,  52,  58,  60,  67,  70,  77,  80,  87,  91,  98, 103, 110, 115, 121, 126, 131, 136, 141, 145, 150, 153, 159, 161, 167, 168, 173, 174, 180, 

 43,  43,  50,  51,  58,  60,  67,  70,  77,  80,  87,  91,  98, 103, 110, 115, 121, 126, 131, 136, 141, 145, 150, 154, 159, 161, 166, 168, 173, 174, 179, 180, 

 43,  50,  51,  59,  60,  67,  70,  77,  80,  87,  91,  98, 103, 110, 115, 121, 126, 131, 136, 141, 145, 150, 154, 158, 161, 166, 168, 173, 175, 179, 180, 185, 

 51,  51,  59,  60,  68,  69,  77,  80,  87,  91,  98, 103, 110, 114, 121, 125, 131, 136, 141, 145, 150, 154, 158, 162, 166, 169, 173, 175, 179, 180, 185, 185, 

 51,  59,  60,  68,  69,  77,  80,  88,  91,  99, 102, 110, 114, 121, 125, 132, 136, 141, 145, 150, 154, 158, 162, 166, 169, 173, 175, 179, 180, 184, 185, 189, 

 59,  59,  68,  69,  77,  79,  88,  90,  99, 102, 110, 114, 122, 125, 132, 135, 141, 145, 150, 154, 158, 162, 166, 169, 173, 175, 179, 181, 184, 185, 189, 189, 

 59,  68,  69,  78,  79,  88,  90,  99, 102, 111, 114, 122, 125, 132, 135, 142, 145, 150, 154, 158, 162, 166, 169, 172, 175, 179, 181, 184, 185, 189, 189, 193, 

 68,  69,  78,  79,  88,  90,  99, 102, 111, 114, 122, 125, 132, 135, 142, 145, 151, 153, 159, 161, 166, 169, 173, 175, 178, 181, 184, 186, 188, 190, 192, 193, 

 68,  78,  79,  88,  90,  99, 102, 111, 113, 122, 125, 132, 135, 142, 144, 151, 153, 159, 161, 166, 169, 173, 175, 179, 181, 184, 186, 188, 190, 192, 193, 195, 

 78,  79,  89,  90, 100, 101, 111, 113, 122, 124, 133, 135, 142, 144, 151, 153, 159, 161, 166, 168, 173, 175, 179, 181, 184, 186, 188, 190, 192, 193, 195, 196, 

 78,  89,  89, 100, 101, 111, 113, 122, 124, 133, 134, 142, 144, 151, 153, 159, 161, 167, 168, 173, 175, 179, 181, 184, 186, 188, 190, 192, 193, 195, 196, 197, 

 89,  89, 100, 101, 112, 113, 123, 124, 133, 134, 143, 144, 151, 153, 159, 161, 167, 168, 173, 175, 179, 180, 184, 185, 188, 190, 192, 193, 195, 196, 197, 198, 

 89, 100, 101, 112, 113, 123, 124, 133, 134, 143, 144, 152, 152, 160, 161, 167, 168, 173, 174, 179, 180, 184, 185, 189, 190, 192, 193, 195, 196, 197, 198, 199, 

100, 101, 112, 113, 123, 124, 133, 134, 143, 143, 152, 152, 160, 160, 167, 168, 174, 174, 179, 180, 185, 185, 189, 189, 192, 193, 195, 196, 197, 198, 199, 199, 

101, 112, 112, 123, 123, 134, 134, 143, 143, 152, 152, 160, 160, 167, 167, 174, 174, 180, 180, 185, 185, 189, 189, 193, 193, 195, 196, 197, 198, 199, 199, 199,



Table 5: Example of 32x32 quantization matrix

Therefore, there is a need to further compress the quantization matrices to reduce the overhead for the HEVC.

3 Algorithm Description

We propose a quantization matrix compression algorithm to achieve the compact representation of the quantization matrices of large block sizes, and to reduce the overhead for carrying the quantization matrices in the HEVC picture parameter set.
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Figure 2:  Diagram of proposed quantization matrix compression algorithm 

The diagram of the proposed algorithm is depicted in Figure 2. Let { Qmatx(i, j), for i = 0, 1, 2, …, N-1, j = 0, 1, 2, …, N-1} be the quantization matrix,  the algorithm has the following steps:

1. Down-sample the quantization matrix to reduce the resolution of the quantization matrix. If the original quantization matrix resolution is N x N , it is reduced to (N/2 + 1) x (N/2 + 1). The pseudo code is shown below. The first row and column of the matrix (i=0 and j=0 respectively), are always retained in the down-sampled matrix. Note that the method of down-sampling is non-normative. 
	                        for (i=0; i< N/2 +1; i++) {




 if (i > 1) row = i*2 -1; else row = i;




for (j=0; j< N/2 +1; j++) {





if (j > 1) col = 2*j -1; else col = j;



   

  deciQmatx(i, j) = Qmatx(row,col);


 

 }

        

}
Where  { deciQmatx(i, j), for i = 0, 1, 2, …, N/2, j = 0, 1, 2, …, N/2} is the down-sampled quantization matrix.





Note that in the following steps, if step 1 is enabled, Qmatx should be replaced with deciQmatx and N be replaced by N/2 +1. 
2. 135 degree symmetry processing. 

This step imposes symmetry constraint along 135 degree direction in the decode process, i.e.  { Qmatx(i, j) = Qmatx(j, i), for i = 0, 1, 2, …, N-1, j = 0, 1, 2, …, N-1}.
3. 45 degree symmetry processing 

This step imposes symmetry constraint (w/ offset)  along 45 degree direction in the decode process, i.e. { Qmatx(i, j) + Qmatx(N-1 - j, N-1 - i) = Qsum, for i = 0, 1, 2, …, N-1, j = 0, 1, 2, …, N-1}.
Qsum is a constant for a picture and is encoded with the kth unsigned exp-golomb code.

4. Zigzag scanning to convert 2-D quantization matrix into to 1-D sequence. Note that this conversion also performed on NxN block size. Those entries that do not need to be encoded are set to zero in this process. The following process applies:
	            for (i= 0; i < N; i++)

                for (j=0; j < N; j++) {

                    if (step 2 is enabled && j < i) || (step 3 is enabled && (i + j) >=N)

                      Qmatx1D(zigzagScan(i, j)) =0;

                    else

                      Qmatx1D(zigzagScan(i, j)) = Qmatx(, j);

             }

where { zigzagScan(i, j), for i = 0, 1, 2, …, N-1, j = 0, 1, 2, …, N-1} is the zigzag scanning matrix, and { Qmatx1D(i), i=0, 1, 2, N*N-1} is the quantization matrix after zigzag scanning.




5. 1-D sample prediction to create 1-D residual sequence for signed ex-golomb coding, the zero entries are eliminated in this step. The pseudo code for this step is described as follows: 

	            pred = 0; idx = 0;

            For (i = 0; i < N*N; i++) 

              if (Qmatx1D(i) !=0 ) {

                      residual(idx) = Qmatx1D(i) – pred; 

                      pred += residual(idx);

                      idx++;

             }

           count = idx;

          where { residual(i), i = 0, 1, 2, …, count -1} is the 1-D residual sequence for signed exp-golomb coding


	


6. Or 1-D sample prediction to create 1-D residual sequence for unsigned ex-golomb coding, the zero entries are eliminated in this step. The pseudo code for this step is described as follows: 

	            pred = 0; idx = 0;

            For (i = 0; i < N*N; i++) 

              If (Qmatx1D(i) !=0) {

                      Residual(idx) = Qmatx1D[i] – pred; 

                      if (residual(idx) <0) residual(idx) = 0;

                      pred += residual(idx);

                      idx++;

             }

           count = idx;

           where { residual (i), i = 0, 1, 2, …, count -1} is the 1-D residual sequence for unsigned exp-golomb coding



7. If step 6 is enabled, encode the residual sequence with k-th unsigned exp-golomb code. Otherwise, encode the residual sequence with k-th signed exp-golomb code. 

Table 6 and 7 show the example of the quantization matrix compression by using the proposed algorithm with and without matrix down-sampling, respectively. 

	Original 8x8 quantization matrix
	8x8 zigzag scanning matrix

	  8,  11,  23,  26,  50,  53,  89,  92, 

 11,  20,  29,  47,  56,  86,  95, 134, 

 23,  29,  44,  59,  83,  98, 131, 137, 

 26,  47,  59,  80, 101, 128, 140, 167, 

 50,  56,  83, 101, 125, 143, 164, 170, 

 53,  86,  98, 128, 143, 161, 173, 188, 

 89,  95, 131, 140, 164, 173, 185, 191, 

 92, 134, 137, 167, 170, 188, 191, 197,
	  0,   1,   5,   6,  14,  15,  27,  28, 

  2,   4,   7,  13,  16,  26,  29,  42, 

  3,   8,  12,  17,  25,  30,  41,  43, 

  9,  11,  18,  24,  31,  40,  44,  53, 

 10,  19,  23,  32,  39,  45,  52,  54, 

 20,  22,  33,  38,  46,  51,  55,  60, 

 21,  34,  37,  47,  50,  56,  59,  61, 

 35,  36,  48,  49,  57,  58,  62,  63,

	After 135 degree symmetry processing (step 2)
	After 45 degree symmetry processing (step 3)

	  8,  11,  23,  26,  50,  53,  89,  92, 

  0,  20,  29,  47,  56,  86,  95, 134, 

  0,   0,  44,  59,  83,  98, 131, 137, 

  0,   0,   0,  80, 101, 128, 140, 167, 

  0,   0,   0,   0, 125, 143, 164, 170, 

  0,   0,   0,   0,   0, 161, 173, 188, 

  0,   0,   0,   0,   0,   0, 185, 191, 

  0,   0,   0,   0,   0,   0,   0, 197,
	  8,  11,  23,  26,  50,  53,  89,  92, 

  0,  20,  29,  47,  56,  86,  95,   0, 

  0,   0,  44,  59,  83,  98,   0,   0, 

  0,   0,   0,  80, 101,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0,

	After zigzag scanning (step 4)
	After 1-D prediction: residual sequence (step 6)

	  8,  11,   0,   0,  20,  23,  26,  29, 

  0,   0,   0,   0,  44,  47,  50,  53, 

 56,  59,   0,   0,   0,   0,   0,   0, 

 80,  83,  86,  89,  92,  95,  98, 101, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,   0,
	  8,  3,  9,  3,  3,  3, 15,  3,

  3,  3,  3,  3, 21,  3,  3,  3,

  3,  3,  3,  3,

	Error of reconstructed quantization matrix (Qsum = 205)
	Reconstructed quantization matrix

(Qsum = 205)

	  0,   0,   0,   0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,   0,   0,  18, 

  0,   0,   0,   0,   0,   0,  12, -15, 

  0,   0,   0,   0,   0,   6,  -9,  12, 

  0,   0,   0,   0,   0,  -3,   6,  -9, 

  0,   0,   0,   6,  -3,   0,  -3,   6, 

  0,   0,  12,  -9,   6,  -3,   0,  -3, 

  0,  18, -15,  12,  -9,   6,  -3,   0,
	  8,  11,  23,  26,  50,  53,  89,  92, 

 11,  20,  29,  47,  56,  86,  95, 116, 

 23,  29,  44,  59,  83,  98, 119, 152, 

 26,  47,  59,  80, 101, 122, 149, 155, 

 50,  56,  83, 101, 125, 146, 158, 179, 

 53,  86,  98, 122, 146, 161, 176, 182, 

 89,  95, 119, 149, 158, 176, 185, 194, 

 92, 116, 152, 155, 179, 182, 194, 197,


Table 6:  Example of  8x8 quantization matrix compression by using the proposed algorithm (w/o matrix down-sampling)

	Original 8x8 quantization matrix
	Down-sampled 5x5 quantization matrix

	  8,  11,  23,  26,  50,  53,  89,  92, 

 11,  20,  29,  47,  56,  86,  95, 134, 

 23,  29,  44,  59,  83,  98, 131, 137, 

 26,  47,  59,  80, 101, 128, 140, 167, 

 50,  56,  83, 101, 125, 143, 164, 170, 

 53,  86,  98, 128, 143, 161, 173, 188, 

 89,  95, 131, 140, 164, 173, 185, 191, 

 92, 134, 137, 167, 170, 188, 191, 197,
	  8,  11,  26,  53,  92, 

 11,  20,  47,  86, 134, 

 26,  47,  80, 128, 167, 

 53,  86, 128, 161, 188, 

 92, 134, 167, 188, 197,

	5x5 zigzag scanning matrix
	After 135 and  45 degree symmetry processing (step 2) plus step 3))

	  0,   1,   5,   6,  14, 

  2,   4,   7,  13,  15, 

  3,   8,  12,  16,  21, 

  9,  11,  17,  20,  22, 

 10,  18,  19,  23,  24,
	  8,  11,  26,  53,  92, 

  0,  20,  47,  86,   0, 

  0,   0,  80,   0,   0, 

  0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,

	After zigzag scanning (step 4))
	After 1-D prediction: residual sequence (step 6))

	  8,  11,   0,   0,  20, 

 26,  53,  47,   0,   0, 

  0,   0,  80,  86,  92, 

  0,   0,   0,   0,   0, 

  0,   0,   0,   0,   0,
	  8,  3,  9,  6, 27,  0, 27,  6,

  6,

	Reconstructed 5x5 quantization matrix (Qsum = 205)
	Reconstructed 8x8 quantization matrix after up-sampling

(Qsum = 205)

	  8,  11,  26,  53,  92, 

 11,  20,  53,  86, 152, 

 26,  53,  80, 152, 179, 

 53,  86, 152, 185, 194, 

 92, 152, 179, 194, 197,
	  8,  11,  19,  26,  40,  53,  73,  92, 

 11,  20,  34,  47,  67,  86, 110, 134, 

 19,  34,  49,  64,  86, 107, 129, 151, 

 26,  47,  64,  80, 104, 128, 148, 167, 

 40,  67,  86, 104, 125, 145, 162, 178, 

 53,  86, 107, 128, 145, 161, 175, 188, 

 73, 110, 129, 148, 162, 175, 184, 193, 

 92, 134, 151, 167, 178, 188, 193, 197,


Table 7:  Example of  8x 8 quantization matrix compression by using the proposed algorithm (w/ matrix down-sampling)

To utilize the proposed compact quantization matrix representation format, a 2-D quantization matrix is compressed by the proposed algorithm as illustrated in Figure 2, then the reconstructed quantization matrix (NOT the original quantization matrix) is used in the actual encode process. 
4 Experimental Results
The algorithm is designed to be flexible enough so that compression step 2, 3, 6 and down-sampling step 1 can be enabled or disabled independently. A 4-bit flag in sequence parameter set (sequence header) or picture parameter set (picture header) can signal the arbitrary combinations of enabling and disabling step 1, 2, 3, 6.  In the experiment the following compression levels are defined:
	Compression level
	kth exp-golomb code
	135 degree symmetry processing

(step 2)
	45 degree symmetry processing

(step 3)
	Unsigned exp-golomb coding

(step 6)
	Down-sampling

(step 1)

	0
	enabled
	
	
	
	

	1
	enabled
	enabled
	
	
	

	2
	enabled
	enabled
	enabled
	
	

	3
	enabled
	enabled
	enabled
	enabled
	

	4
	enabled
	enabled
	enabled
	enabled
	enabled


Table 8 summarizes the experimental results of the proposed algorithm for compressing example quantization matrices listed in Table 2 to Table 5. As shown in Table 7, by taking advantage of 135 degree symmetry (i.e. level 1, step 2 is enabled), the proposed algorithm provides about 2x compression when compared to the AVC quantization matrix compression method, while the compression ratio goes up to roughly 4x when all the compression steps 2, 3, 6 are enabled. (i.e. level 3). The compression ratio goes over 7x if the matrix down-sampling is also enabled.

	Quantization matrix block size
	Number of bits (AVC method)
	Proposed method (level 0)
	Proposed method (level 1)
	Proposed method (level 2)
	Proposed method (level 3)
	Proposed method (level 4)

	4x4
	140
	118
	80
	62
	48
	38

	8x8
	344
	298
	178
	114
	82
	55

	16x16
	702
	704
	356
	206
	182
	102

	32x32
	1578
	1580
	866
	467
	430
	185

	Total
	2764
	2700
	1480
	849
	742
	380

	Compression ratio
	
	1.02
	1.87
	3.26
	3.73
	7.27



Table 8:  Experimental results of proposed algorithm for different compression levels

Note that the quantization matrix up-sampling process is normative, and needs to be specified if the matrix down-sampling (step 1) is enabled. In the simulation, the simply bilinear up-sampling method as shown in table below is used. Other up-sampling methods can also be used.

	  // Horizontal bilinear matrix up-sampling 

   for (i = 0; i < N/2 +1 ; i++) {

         if (i > 1) row = i*2 -1; else row = i;

         for (j= 0; j < N;  j++) {


if (j >1 & ((j&0x1) ==0) ) { 

                          Qmatx(row, j) = 

                                          (deciQmatx(i, j/2+1) + deciQmatx(i, j/2) + 1)>>1;


} else {



if (j < 2)   Qmatx(row, j) = deciQmatx(i, j);



 else    Qmatx(row, j)      = deciQmatx(i, j/2+1);



    }


}

}
// Vertical  bilinear matrix up-sampling

   for (I = 2; i < N ; i += 2) 

        for (j = 0; j<N; j++) {

          Qmatx(i, j) = (Qmatx(i-1, j) + Qmatx(i+1, j) +1 )>>1;

    }




5 Conclusions
Due to large block size transform and quantization used in the HEVC, carrying the quantization matrices in the picture parameter set will have a significant overhead. A quantization matrix compression algorithm is proposed to achieve compact representation of quantization matrices for HEVC. It is recommended that an ad-hoc group be set up to investigate the perceptual quantization of the HEVC coding with large block transforms, and specify the compact quantization matrix representation format for efficient carriage of the quantization matrices in the HEVC picture parameter set.  
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