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Abstract

PIPE is a bin-level tool aimed to improve throughput by using 12 bin encoders in parallel [1]. Binary symbols (bins) are assigned to each of the bin encoders depending on their probabilities; in other words, bins of different probabilities are processed in parallel.  One of the existing challenges of PIPE is that there is a large complexity (i.e. area cost) associated with the PIPE implementation as it uses V2V (variable length codes to variable length codes) for the bin encoder; its estimated area is over 5x larger than CABAC [3]. In this document, we propose a multi-CABAC approach using a simplified binary arithmetic coding engine with quantized rLPS tables for the bin encoder to reduce complexity.  The resulting area savings is estimated to be over 7x.  The parallelism across bin encoders is still maintained, thus providing improved throughput at the bin-level.  The coding efficiency of TMuC-0.7.3 with simplified multi-CABAC and quantized rLPS tables has up to 0.1% coding gain over PIPE.
1 Introduction
PIPE is a bin-level tool aimed to improve throughput by using 12 bin encoders in parallel [1]. Binary symbols (bins) are assigned to each of the encoders depending on their probabilities; in other words, bins of different probabilities are processed in parallel.   These probabilities are determined during context modeling.  A probability quantizer, described in [2], is used map the 64 states of the context to 12 probabilities.  In this contribution, we propose modifying the bin encoders highlighted in Fig. 1 to reduce the complexity of the entropy coding for high efficiency coding.

[image: image1]
Fig. 1:  Illustration of PIPE from [1].   In this contribution, we propose modifying the highlighted bin encoders to reduce the complexity.
2 Simplified Bin Encoder
We propose several modifications to the PIPE to reduce its complexity.  Bin encoder can be implemented using V2V (variable length codes to variable length codes) or binary arithmetic coding (BAC).  The former is referred to as PIPE, while the latter is referred to as multi-CABAC.  First, we propose replacing V2V tables with BAC engines for a multi-CABAC approach.     

Second, we customize the BAC engines (i.e. bin encoder) for specific probabilities which results in a simplified implementation.  Customization involves, 
1) reducing the number of entries in the rLPS table to only 4 per bin encoder, 
2) quantizing the values in the entries of the rLPS table to reduce the overall table size, 
3) using quantized probabilities when switching to CABAC (for short or well compressed bitstreams) to leverage reduced rLPS tables in both modes 
2.1 Complexity of PIPE with V2V bin encoders

In [3], the complexity of V2V was evaluated from the number of non-zero codewords (leaves), the maximum length/bits of the codewords and the maximum number of transitions (i.e. comparisons) required to reach non-zero codeword/leaves (i.e. depth of the tree).  These parameters for the twelve V2V used in PIPE are listed in Table 1.    

The minimum codeword memory size for the V2V can be computed from the number of codewords (CW) and the maximum length of each CW.  

Minimum codeword memory size = # of CW * (max length of CW + LOG2(max length of CW))
The minimum transition memory size for V2V can be determined from the number of nodes.  Each node needs to store two pointers to the two possible next nodes (the leaves store a NULL).   

Minimum transition memory size = # of nodes * (2*LOG2(max # of nodes))
	V2V Table

(Probability)
	Number of Codewords (Leaves)
	Maximum length/bits of the codeword
	Minimum Required Memory Size for codewords
	Number of Transitions (Leaves and nodes)
	Minimum Required Memory Size for transitions
	Maximum Number of Transitions

(max bins required per codeword)

	0.5
	2
	1
	2
	3
	12
	1

	0.45
	22
	8
	242
	63
	756
	7

	0.43
	19
	8
	209
	54
	648
	8

	0.405
	21
	11
	315
	60
	720
	11

	0.345
	22
	6
	198
	63
	756
	5

	0.315
	13
	6
	117
	36
	432
	5

	0.225
	22
	8
	242
	63
	756
	9

	0.205
	17
	10
	238
	48
	576
	7

	0.165
	22
	9
	286
	63
	756
	8

	0.085
	21
	8
	231
	60
	720
	12

	0.04
	18
	6
	162
	51
	612
	17

	0.02
	33
	6
	297
	96
	1344
	32

	TOTAL
	
	
	2539
	
	8088
	


Table 1.  Properties of V2V tables in PIPE.

Thus to store the V2V data for the 12 bin encoders requires a minimum of 2539+8088=10637 bits.
2.2 Reduction in number of entries in rLPS Table

As mentioned earlier, PIPE utilizes a probability quantizer to map the 64 states in the context to one of 12 probabilities and their associated bin encoder.  The quantize states are {0, 2, 3, 4, 7, 9, 13, 17, 21, 34, 48, 61 }.  We propose using binary arithmetic coding (BAC) for the bin encoders.  One of the key steps in the BAC is to multiply the probability with the range.  This is done with a look up table in the H.264/AVC CABAC; specifically, given a 2-bit representation of the range and 6-bit representation of the probability state, one of 256 8-bit rLPS (range of least probably symbol) values can be selected.  Note that the probability for each of the bin encoders used in the multi-CABAC is fixed.  Thus the probability state doesn’t need to be represented by 6-bits.  Accordingly, the rLPS table can be reduced from a 64x4 table to a 1x4 table for each of the 12 bin encoder.  In other words, the table size is reduced by approximately 64/12=5.3x. Since the rLPS table accounts for almost 50% of the total BAC area, as shown in Table 2, this reduction is significant. 
	
	Gate Count
	TOTAL

	rLPS Table
	721
	49%

	next_state_LPS
	78
	5%

	next_state_MPS
	25
	2%

	renormalization table
	94
	6%

	subtractions
	205
	14%

	compare rMPS
	59
	4%

	mux and shifts
	334
	23%

	Total
	1458
	


Table 2. Area breakdown (gate count) within binary arithmetic decoder in H.264/AVC CABAC; determined by synthesizing RTL to a 45nm process technology. 
2.3 Quantized rLPS: Reduction in bits per entry in rLPS Table

Each entry of the rLPS table in the H.264/AVC CABAC is 8-bits.  This can be explained by the bit accuracy of the range (2-bits) and the probability (6-bits).  rLPS should have enough bits to cover the dynamic range.  In the multi-CABAC, the probability quantizer reduces resolution of the probabilities (from 6-bits to LOG212~=4-bits) before sending it to the bin encoder.   Thus, the number of bits use to represent rLPS can be reduced by at least 2-bits (from 8-bits to 6-bits) by removing 2 or more LSB.  Additional quantization can be applied to lower states (i.e. for larger probabilities), since they are less sensitive.  Further reduction can be achieved by observing the dynamic range of the rLPS entries for certain probabilities is quite low.  For instance, for state 61, the table values of {6, 7, 9, 10} require only 4-bits representation.  In this case, the bit savings comes from removing MSB.
Table 3 compares the original rLPS and quantized rLPS tables and shows the proposed quantization strategy for the rLPS table.  The quantized rLPS table reduces the table size from 12*4*8=384 to 4*(3*4+5+8*6)=284 bits (a 26% reduction).  

	Prob. State
	Entries from H.264/AVC CABAC rLPS (original)
	Proposed Quantized rLPS
	Quantize
	Bits per entry

	0
	128
	176
	208
	240
	128
	176
	208
	240
	4LSB
	4

	2
	128
	158
	187
	216
	128
	160
	192
	224
	4LSB
	4

	3
	123
	150
	178
	205
	124
	152
	180
	204
	2LSB
	6

	4
	116
	142
	169
	195
	116
	144
	168
	196
	2LSB
	6

	7
	100
	122
	144
	166
	100
	124
	144
	168
	2LSB
	6

	9
	90
	110
	130
	150
	92
	112
	132
	152
	2LSB
	6

	13
	73
	89
	105
	122
	72
	88
	104
	124
	2LSB
	6

	17
	59
	72
	86
	99
	60
	72
	88
	100
	2LSB
	6

	21
	48
	59
	69
	80
	48
	60
	68
	80
	2LSB
	6

	34
	24
	30
	35
	41
	24
	30
	35
	41
	2MSB
	6

	48
	12
	14
	17
	20
	12
	14
	17
	20
	3MSB
	5

	61
	6
	7
	9
	10
	6
	7
	9
	10
	4MSB
	4


Table 3. Comparison of original H.264/AVC rLPS values versus proposed quantized rLPS for the 12 probability states (corresponding to the 12 bin encoders).  Entries which are different are shaded in grey.  The ‘Quantize’ column indicated the quantization strategy.  For instance 4LSB, means that the 4 bits from the LSB side were removed; 4 MSB, means that 4 bits from the MSB side were removed. 
The renormalization table is 32x1 with each entry requiring 3-bits.  An additional benefit of quantizing the rLPS entries is that it can also reduce the required bits in the renormalization table; however, for our analysis, we will still use 3-bits to be conservative. Thus, to store 12 BAC tables requires only 284+12*(32*3b)=1,436 bits which is 7.4x smaller in size than the V2V tables in PIPE. For a CABAC, the table size is (64*4*8b+32*3b)=2,144 which is 5x smaller than the V2V tables in PIPE.  Table 4 provides a summary of the estimated memory required for all three approaches (PIPE-V2V, CABAC, multi-CABAC).  Note: the size of the context memory should be the same for all three solutions and is not included in the table.  From Table 4, it is clear that the estimated area cost of PIPE is substantially higher than multi-CABAC or CABAC. 
	
	PIPE
	CABAC
	Multi-CABAC 

	Estimated memory Requirements (i.e. table size)
	10,637 (lower bound)
	2,144
	1,436


Table 4.  Estimated memory requirement for tables in three entropy coding approaches, PIPE using V2V for bin encoders, CABAC, and multi-CABAC using BAC with quantized rLPS for bin encoders.

2.4 Quantized rLPS for CABAC

In PIPE, when the number of bins in a bitstream falls below a threshold (i.e. MultiCodewordThreshold in the cfg file), it switches from multi-codeword coding to single-codeword coding where the codewords of different bin encoders are interleaved into the same bitstream.  This minimizes the overhead impact of the start code which is present when each of the bin encoders output a separate bitstream during multi-codeword coding.  Similarly, the multi-CABAC switches to CABAC when the size of the bistream falls below the threshold. To minimize the area cost of the CABAC, we propose that it also uses the 12x4 quantized rLPS table.  Thus, area savings are achieved for both multi-codeword and single-codeword coding.
3 Experiment Results

The TMuC-0.7.3 software is used for the evaluation, the simulation platforms is LSF equipped with Intel(R) Xeon(R) CPU X5570@2.93GHz 64 bits Linux machines, the common test conditions and reference configurations specified in [4] are followed except for PIPE which is configured differently for testing purpose and the length of the test runs are reduced to 65 frames. The following two settings are tested.
	Default setting
	Alternative setting
	Parameters for Alternative setting

	PIPE

	CABAC


	SymbolMode : 1

MultiCodewordThreshold : 0

	PIPE

	Multi-CABAC


	SymbolMode : 1

MultiCodewordThreshold : 96000


Table 6.  Test settings for CABAC and multi-CABAC evaluations
Multi-CABAC already existing in the TMuC codebase. For quantized rLPS, table TComCABACTables::sm_aucLPSTable in TComCABACTables.cpp needed to be modified.  
To enable quantized probabilities for single-codeword coding, TEncBinCoderCABAC.cpp and TDecBinCoderCABAC.cpp were modified as from

Int uiLPS=TComCABACTables::sm_aucLPSTable[rcCtxModel.getState()][(m_uiRange>>6)& 3];

To

Int uiLPS=TComCABACTables::sm_aucLPSTable[TComCABACTables::sm_Idx2State[ [TComCABACTables::sm_State2Idx[rcCtxModel.getState()]]][(m_uiRange>>6)& 3];

With the TMuC-0.7.3 we compared the impact of the 
quantized rLPS tables on both CABAC and multi-CABAC, and then evaluated how the quantized rLPS multi-CABAC performed versus the anchor with PIPE.

For CABAC with and without quantized rLPS and quantized probabilities, quantized rLPS CABAC has a coding loss between 0.1 to 0.2%.

	
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.1
	-0.2
	-0.2

	Class B
	0.1
	0.0
	-0.1

	Class C
	0.1
	0.0
	0.0

	Class D
	0.1
	-0.2
	-0.2

	Class E
	0.1
	-0.2
	-0.1

	All
	0.1
	-0.1
	-0.1

	
	
	
	

	
	
	Random access
	

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.1 
	-0.1 
	-0.2 

	Class B
	0.1 
	0.0 
	0.3 

	Class C
	0.1 
	0.0 
	0.2 

	Class D
	0.1 
	1.0 
	0.2 

	Class E
	 
	 
	 

	All
	0.1 
	0.3 
	0.2 

	
	
	
	

	
	Low delay

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	
	
	

	Class B
	0.2
	-0.4
	-0.7

	Class C
	0.1
	-0.3
	-0.1

	Class D
	0.3
	0.3
	-0.5

	Class E
	0.2
	-0.5
	0.3

	All
	0.2
	-0.2
	-0.3


Table 7.  Average loss from quantized rLPS in CABAC. Positive numbers in the table means the quantized rLPS causes coding loss relative to non-quantized rLPS CABAC.
For multi-CABAC with and without quantized rLPS, quantized rLPS multi-CABAC has a coding loss between 0 to 0.2%.

	
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0 
	-0.4 
	-0.3 

	Class B
	0.0 
	-0.2 
	-0.2 

	Class C
	0.0 
	-0.1 
	-0.1 

	Class D
	0.0 
	-0.2 
	-0.2 

	Class E
	0.0 
	-0.4 
	-0.2 

	All
	0.0 
	-0.2 
	-0.2 

	
	
	
	

	
	
	Random access
	

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0 
	-0.2 
	-0.3 

	Class B
	0.0 
	-0.1 
	0.2 

	Class C
	0.1 
	0.0 
	0.1 

	Class D
	0.1 
	1.0 
	0.1 

	Class E
	 
	 
	 

	All
	0.0 
	0.2 
	0.1 

	
	
	
	

	
	Low delay

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	0.1 
	-0.5 
	-0.8 

	Class C
	0.1 
	-0.3 
	-0.1 

	Class D
	0.3 
	0.3 
	-0.5 

	Class E
	0.2 
	-0.5 
	0.3 

	All
	0.2 
	-0.3 
	-0.3 


Table 8.  Average loss from quantized rLPS in multi-CABAC. Positive numbers in the table means the quantized rLPS causes coding loss relative to non-quantized rLPS multi-CABAC.
Comparing quantized rLPS multi-CABAC with PIPE, quantized rLPS multi-CABAC has a coding gain between 0 to 0.1%.
	
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0
	-0.4
	-0.3

	Class B
	0.0
	-0.2
	-0.2

	Class C
	0.0
	-0.1
	-0.1

	Class D
	-0.1
	-0.3
	-0.3

	Class E
	0.0
	-0.4
	-0.3

	All
	0.0
	-0.3
	-0.2

	
	
	
	

	
	
	Random access
	

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-0.1
	-0.2
	-0.4

	Class B
	-0.1
	-0.2
	0.2

	Class C
	-0.1
	-0.2
	0.0

	Class D
	-0.1
	0.7
	-0.1

	Class E
	
	
	

	All
	-0.1
	0.1
	0.0

	
	
	
	

	
	Low delay

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	
	
	

	Class B
	0.0
	-0.6
	-0.9

	Class C
	-0.1
	-0.5
	-0.3

	Class D
	0.0
	0.0
	-0.8

	Class E
	-0.2
	-0.9
	0.0

	All
	-0.1
	-0.5
	-0.6


Table 7.  Average gain from quantized rLPS in multi-CABAC over PIPE. Negative numbers in the table means the quantized rLPS multi-CABAC has coding gain relative to PIPE.
4 Summary

In this contribution, we proposed the use of multi-CABAC with customized binary arithmetic coding engines as bin encoders to reduce complexity. Specifically, the simplified binary arithmetic coding uses quantized rLPS tables and quantized probabilities when switching to CABAC for single-codeword coding.  It provides over a 7x reduction in complexity (i.e. area cost) relative to PIPE while maintaining throughput improvement by processing bins in parallel across 12 bin encoders.  Furthermore, the simplified multi-CABAC with quantized rLPS tables has up to a 0.1% coding gain compared to PIPE.
Based on the above finding, we propose that a tool experiment be launched for simplified multi-CABAC with quantized rLPS.  While there is definitely a trade-off between area cost and throughput, we propose developing a metric (e.g. throughput/area) to measure whether the area used in a given approach is efficiently being used to improve throughput.
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