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Abstract

This document reports the experimental results of the line-based coding scheme, which was first presented in JCTVC-A118. The line-based coding takes a line as the reconstruction unit and utilizes content-adaptive prediction filters for accurate predictions. When integrated into the TMuC0.7 software, it shows 2.1% and 2.4% bit rate saving on average, under all intra high efficiency and low complexity conditions, respectively. Up to 5.1% bit rate saving is achieved on sequences with rich edges.
1 Introduction

The traditional block-based intra coding in AVC/KTA/TMuC uses a block as the reconstruction unit and prediction unit. The pixels inside a block are all predicted from the boundaries of neighboring reconstructed blocks, producing poor predictions for pixels on the right-bottom part than the others. To better exploit spatial correlations, the adaptive line-based intra coding scheme is proposed by taking a line as the reconstructed unit. In a block, pixels are predicted and reconstructed line by line. Therefore, the prediction distance is largely shortened. Besides, content-adaptive prediction filters are utilized to fully exploit correlations among lines.
2 Algorithm description
In this scheme, each line of a block is coded and reconstructed as a basic unit. The line can be a row or a column. In the row-by-row coding, the first row of the current block is coded and then reconstructed. The reconstructed of the 1st row can be used to predict the second row. The process goes until all rows of the current block are coded. The column-by-column coding is similar. For each line, the surrounding reconstructed pixels are used to predict the pixels. After the prediction, a 1-D DCT is applied to the residue. For each block, there are three methods for prediction, which are described in detail in the following part.
2.1 Local training based line prediction 
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Figure 1. Illustration of the prediction for the current row.

Using the row-by-row coding case as an example, figure 1 illustrates the prediction structure. Basically there is a training window, in which the current block is the bottom-right square. Based on all the reconstructed pixels within the training window, the prediction of the current row is generated.
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(a)                              (b)
Figure 2. The target pixel in W and its neighbors: (a) row by row case; (b) column by column case.

In local training based approach, the neighboring three pixels are used to predict a pixel in the current line. Figure 2 shows the neighboring pixels for the prediction, which cover a wide range of directions. In the figure, yt is the pixel to be predicted. In such a case, the prediction is a linear combination of those three pixels. The weights of those three pixels for the predictions of all the pixels in the current line are the same. All the pixel sets in the training window similar to those in figure 2 are used as training data. The weights of the linear combination are got by minimizing the prediction errors on the training data, i.e., to train a Wiener filter based on all training data in the training window. Each line has a set of independent weights.

2.2 Predefined directional filter based line prediction 
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(b)
Figure 3. Predefined filters: (a) row-by-row case; (b) column-by-column case.

The second prediction method is predefined directional filter (PDF). In the PDF method, eight neighboring pixels are used, as shown in figure 3. There are 19 predefined filters on these 8 pixels, as shown in table 1. They correspond to different contents along various directions and with sharp or smooth changes. The arrows in figure 3 illustrate some directional filters. Similar to the LT method, all sets of reconstructed pixels in the training window are used as training data. The filter which provides the best prediction performance on the training data is selected as the filter to predict the current line. Thus, the filter selection is totally determined by the surrounding reconstructed pixels. There is no need to send overhead to indicate which filter is used for each line.
Table 1. Predefined directional filters for PDF
	Filter #
	y0
	y1
	y2
	y3
	y4
	y5
	y6
	y7

	1
	½
	½
	0
	0
	0
	0
	0
	0

	2
	¼
	½
	¼
	0
	0
	0
	0
	0

	3
	0
	1
	0
	0
	0
	0
	0
	0

	4
	0
	¾
	¼
	0
	0
	0
	0
	0

	5
	0
	0
	0
	0
	0
	1
	0
	0

	6
	0
	½
	½
	0
	0
	0
	0
	0

	7
	0
	¼
	¾
	0
	0
	0
	0
	0

	8
	0
	0
	1
	0
	0
	0
	0
	0

	9
	0
	¼
	½
	¼
	0
	0
	0
	0

	10
	0
	0
	0
	0
	0
	0
	1
	0

	11
	0
	0
	¾
	¼
	0
	0
	0
	0

	12
	0
	0
	0
	0
	0
	0
	0
	1

	13
	0
	0
	½
	½
	0
	0
	0
	0

	14
	0
	0
	¼
	¾
	0
	0
	0
	0

	15
	0
	0
	0
	1
	0
	0
	0
	0

	16
	0
	0
	¼
	½
	¼
	0
	0
	0

	17
	0
	0
	0
	½
	½
	0
	0
	0

	18
	0
	1/3
	1/3
	1/3
	0
	0
	0
	0

	19
	0
	0
	0
	0
	0
	1/3
	1/3
	1/3


2.3 Template matching based line prediction
The third prediction method is template matching (TM). In TM, the reconstructed pixels surrounding each line are used as its template (see Fig. 4). The prediction for the current line is obtained by matching its template and that of reconstructed lines in the reconstructed area. Multiple candidate lines with their templates best match that of the current line, under the MSE criterion, are averaged as the prediction for the current line. The search range is set to 32x16 for all experiments.
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Figure 4. Template for a line: (a) row-by-row case; (b) column-by-column case. The light gray squares denote the reconstructed templates and the dark gray ones denote the target pixels to be predicted.
2.4 Mode decision and entropy coding
For each block, the mode decision is made by rate-distortion optimization. There are several overhead bits to encode. First, there is one bit for each block, indicating whether the line-based coding scheme is used or not. If it is 1, the block is coded in line coding mode. Then there are 1~2 bits for indication of the prediction method among the three described above. Besides, there is also one bit for the coding order, row-by-row or column-by-column. The overhead is all on block level. 
In the entropy coding part, once all lines within the current block are predicted, quantized and reconstructed, the quantized coefficients in the block are scanned into a one dimensional buffer for entropy coding. A separate set of context models is built for the line-based coding mode if CABAC is used to code the quantized data.
3 Compression performance discussion

	Table II.  Comparison of coding efficiency for CfP sequences
　
	All Intra
High Efficiency 
	All Intra 
Low Complexity

	sequence
	BD-bitrate
	BD-bitrate

	BasketballPass_416x240_50
	-2.0%
	-2.4%

	BQSquare_416x240_60
	-3.4%
	-4.7%

	BlowingBubbles_416x240_50
	-1.8%
	-2.4%

	RaceHorses_416x240_30
	-1.2%
	-1.4%

	Average QWVGA
	-2.1%
	-2.7%

	BasketballDrill_832x480_50
	-4.2%
	-5.1%

	BQMall_832x480_60
	-3.0%
	-3.7%

	PartyScene_832x480_50
	-2.3%
	-3.0%

	RaceHorses_832x480_30
	-1.2%
	-1.4%

	Average WVGA
	-2.7%
	-3.3%

	vidyo1_720p_60
	-2.0%
	-2.1%

	vidyo3_720p_60
	-2.3%
	-2.2%

	vidyo4_720p_60
	-1.3%
	-1.3%

	Average 720P
	-1.9%
	-1.9%

	Kimono1_1920x1080_24
	-0.7%
	-0.6%

	ParkScene_1920x1080_24
	-0.7%
	-0.4%

	Cactus_1920x1080_50
	-3.1%
	-3.4%

	BasketballDrive_1920x1080_50
	-2.4%
	-2.7%

	BQTerrace_1920x1080_60
	-4.4%
	-5.1%

	Average 1080P
	-2.3%
	-2.4%

	Traffic_2560x1600_30_crop
	-1.0%
	-0.7%

	PeopleOnStreet_2560x1600_30_crop
	-1.5%
	-1.7%

	Average 1600P
	-1.3%
	-1.2%

	Average
	-2.1%
	-2.4%


The proposed scheme has been integrated into the TMuC0.7 software. It is only applied to the luminance component of 4x4, 8x8 and 16x16 PU blocks. The recommended test conditions of intra-only configuration for TE6 are utilized [1]. The anchor is TMuC0.7. 
Table II shows the experimental results for all test sequences. It can be seen that an average 2.1% and 2.4% bitrate reduction for high efficiency and low complexity configurations can be achieved. Up to 5.1% bit rate saving is achieved on sequences with rich edges.
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