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Abstract

This document summarizes the activity of TE3 – Inter prediction in HEVC [1]. The TE was separated into four subtests that are Subtest 1 – Warped motion compensated and second order prediction, Subtest 2 – Flexible motion partitioning, Subtest 3 – Multi hypothesis inter prediction, and Subtest 4 - Improved inter prediction with enhanced MC filter. The results that have been generated so far are summarized in this document. Due to the short period of time, integration in the new software and running the experiments was a big task. Therefore, not all participants who intended to actively contribute to this TE at the last meeting have shown results for their proposed tools.  
1 TE Documents
	Participant
	Document
	Title
	Type

	LGE
	JCTVC-C033/
m18054
	TE3: Motion compensation with adaptive warped reference
	Proposal, verified by TUB (JCTVC-C282/m18325)

	TUB
	JCTVC-C282/
m18325
	TE3 subtest 1: Cross-check of results from LG
	Verification

	Technicolor
	JCTVC-C031/
m18052


JCTVC-C034/
m18055
	TE3 subtest 2: Report on simplified geometry block partitioning

TE3 subtest 2: Cross-check of results from Huawei
	Proposal, verified by Huawei (JCTVC-C170/m18199)

Verification

	Huawei & 
Hisilicon
	JCTVC-C099/
m18122


JCTVC-C170/
m18199
	TE3.2: Huawei & HiSilicon report on flexible motion partitioning coding

TE3.2: Report on cross-verification of simplified geometry block partitioning from Technicolor
	Proposal, verified by Technicolor (JCTVC-C034/m18055)

Verification


	Mitsubishi Electric
	JCTVC-C233/
m18272
	TE3 subtest 3: Local intensity compensation (LIC) for inter prediction
	Proposal, verified by Poznan University (JCTVC-C240/m18272)

	Poznan Univ.
	JCTVC-C240/
m18281
	TE3: Cross-check results of local intensity compensation tool from Mitsubishi Electric
	Verification

	Sony
	JCTVC-C164/
m18190

JCTVC-C165/
m18191
	TE3 subset4: Results on Bi/Single filter switching in FIF


TE3 subset4: Cross verification on high accuracy interpolation filter
	Proposal, verified by Toshiba


Verification

	Toshiba
	JCTVC-C078/
m18101

JCTVC-C247/
m18288
	TE3 subtest 4: High accuracy interpolation filter (HAIF)


TE3 subset 4: Cross-verification on bi/single filter switching in FIF
	Proposal, verified by Sony (JCTVC-C165/m18191)

Verification

	
	
	
	

	Ghent Univ. 
	JCTVC-C236/
m18277
	Report of complexity analysis of geometric partitioning
	Report

	
	
	
	


2 Subtest 1: Warped Motion Compensated Prediction
2.1 Motion compensation with adaptive warped reference [2]

This proposal presents the experimental results of TE3 subtest 1, which aims to improve temporal prediction performance by using warping motion. This tool uses the additional reference picture which is warped version of the original reference picture based on homography relation between the current picture and the reference picture. Experimental result shows 3.1% overall bitrate saving under ‘low delay & high efficiency’ condition and 3.5% overall bitrate saving under ‘random access & high efficiency’ condition compared with TMuC 0.7.3 (refer to Table 1 and 2). Especially for some sequence having warping motion, bitsaving is increased up to 41.1%. 
Table 1. BD rate (%) reduction of low delay & high efficiency condition
	Class
	seq.
	BD-rate(%)

	B
	BasketballDrive
	　0.1

	
	BQTerrace
	　0.7

	
	Cactus
	　-3.1

	
	Kimono
	　0.1

	
	ParkScene
	0.2

	
	Bluesky
	-8.4

	
	Station2
	-41.1

	Class B Avg.
	　-7.4

	C
	BasketballDrill
	-0.2

	
	BQMall
	0.6

	
	PartyScene
	-0.1

	
	RaceHorses
	0.5

	
	Flowervase
	-0.7

	Class C Avg.
	0.0

	D
	BasketballPass
	0.6

	
	BlowingBubbles
	0.2

	
	BQSquare
	0.3

	
	RaceHorses
	0.8

	
	Flowervase
	-6.1

	Class D Avg.
	-0.8

	E
	Vidyo1
	0.0

	
	Vidyo3
	-0.9

	
	Vidyo4
	-0.1

	
	City
	-0.2

	
	Jets
	-12.4

	Class E Avg.
	-2.7

	Total Avg.
	-3.1


Table 2. BD rate (%) reduction of random access & high efficiency condition.

	Class
	seq.
	BD-rate(%)

	A
	Traffic
	0.0

	
	PeopleOnStreet
	0.0

	Class A Avg.
	0.0

	B
	BasketballDrive
	-0.2

	
	BQTerrace
	　0.1

	
	Cactus
	　-8.4

	
	Kimono
	　0.0

	
	ParkScene
	0.1

	
	Bluesky
	-14.2

	
	Station2
	-28.9

	Class B Avg.
	-7.4

	C
	BasketballDrill
	0.0

	
	BQMall
	0.1

	
	PartyScene
	-0.2

	
	RaceHorses
	0.0

	
	Flowervase
	-0.4

	Class C Avg.
	-0.1

	D
	BasketballPass
	0.1

	
	BlowingBubbles
	0.1

	
	BQSquare
	-0.2

	
	RaceHorses
	0.1

	
	Flowervase
	-2.3

	Class D Avg.
	-0.4

	E
	City
	-3.6

	
	Jets
	-16.4

	Class E Avg.
	-10.0

	Total avg.
	-3.5


Table 3. Complexity comparison (with TMuC 0.7.3)

	Test condition
	Encoding complexity
	Decoding complexity

	Low delay & high eff.
	1.3
	1.3

	Random access & high eff.
	1.4
	1.3

	Avg
	1.3
	1.3


 

We have sent our decoder, bitstreams and performance excel sheet to the cross-checker, TUB.
3 Subtest 2: Flexible Motion Partitioning 
3.1 Flexible motion partitioning coding [3]
This contribution reports Huawei & HiSilicon's implementation status of flexible motion partitioning on TMuC platform. At the current stage, the strict horizontal and vertical partitioning cases have been implemented in the TMuC0.7. In general, this new design has followed the principle of Asymmetric Motion Partitioning (AMP) in TMuC, and more horizontal and vertical partitioning cases have been added to TMuC0.7. The addition of these new horizontal and vertical partitions is a straightforward extension of the existing representation of the AMP in TMuC. As a result, this new partitioning design is compatible with all of the tools in the TMuC0.7 software. 
Using the TE3.2 test condition, the new partitioning method has achieved about xxx and xxx bitrate saving on average for random access and lowdelay case. The simulation results are summarized in the following table. 
	　

　
	Random access, 

high efficiency

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-1.89
	-1.90
	-1.71

	Class B
	-1.48
	-1.73
	-1.71

	Class C
	-1.54 
	-1.69 
	-1.54

	Class D
	-1.73 
	-1.86 
	-2.12

	Class E
	
	
	

	All
	-1.62
	-1.78
	-1.78

	Enc Time[%]
	222%

	Dec Time[%]
	103%


	　

　
	Low delay, 

high efficiency

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	　
	　
	　

	Class B
	-1.68
	-2.40
	-2.51

	Class C
	-1.60 
	-1.92 
	-2.11

	Class D
	-1.67 
	-2.05 
	-2.22 

	Class E
	-3.76 
	-4.16 
	-3.63 

	All
	-2.0
	-2.5
	-2.5

	Enc Time[%]
	223%

	Dec Time[%]
	102%


Complexity analysis: without a fast algorithm, the current design's encoding time is about 2 times as that of TE3.2 anchor. On the other hand, the decoding time is basically the same as that of the anchor.
Conclusion:

According the test results, the flexible motion partitioning method proposed in [1] can enhance the performance of the existing motion partitioning in TMuC through a straightforward addition of more horizontal and vertical partition configurations. And we believe the coding performance of TMuC can be further improved with the addition of non-rectangular partitioning cases. Therefore, we suggest that these new horizontal and vertical partitioning cases should be added to the TMuC software.
3.2 Simplified geometry block partitioning [4]
This contribution relates to Simplified Geometry adaptive block partitioning (SGEO) as proposed initially in document JCTVC-B085. Geometry adaptive block partitioning (GEO), proposed by Qualcomm in JCTVC-A121, has been recently implemented in to TMuC. In its initial implementation, GEO is parameterized as follows:

· Block 16x16:  = ,  = 1 ( 494 modes

· Block 32x32: = ,  = 1 ( 238 modes

· Block 64x64: only AMP is used

This proposal consists of reducing the number of possible combinations as follows:

· Block 16x16: Δρ=2, ρ​max=6, Δθ=45 ( 26 modes

· Block 32x32 Δρ=4, ρ​max=12, Δθ=45 ( 26 modes

· Block 64x64: only AMP is used

The simulations are not complete yet, however the following tables give the results obtained so far:

	
	Random access high efficiency
	Low delay high efficiency

	
	SGEO vs TMuCAMP0
	SGEO vs TMuC
	SGEO vs GEO
	SGEO vs TMuCAMP0
	SGEO vs TMuC
	SGEO vs GEO

	A Traffic
	-3.0
	-1.6
	1.1
	
	
	

	A PeopleOnStreet
	-4.8
	-3.3
	
	
	
	

	B Kimono
	-1.5
	-0.5
	0.4
	-1.3
	-0.3
	0.4

	B ParkScene
	-1.9
	-0.9
	0.8
	-2.1
	-0.7
	0.8

	B Cactus
	-3.5
	-2.6
	0.4
	-3.7
	-2.4
	0.5

	B BasketballDrive
	-2.7
	-1.6
	
	-2.6
	-1.6
	0.3

	B BQTErrace
	-1.7
	-0.6
	
	0.3
	1.5
	

	C BasketballDrill
	-3.3
	-2.3
	0.8
	-3.6
	-2.7
	0.8

	C BQMall
	-4.4
	-2.8
	1.8
	-4.4
	-2.7
	1.2

	C PartyScene
	-3.0
	-2.0
	0.5
	-2.3
	-1.2
	0.4

	C RaceHorses
	-3.4
	-1.8
	1.6
	-2.7
	-1.6
	1.2

	D BasketballPass
	-2.9
	-1.8
	0.8
	-2.9
	-1.9
	0.7

	D BQSquare
	-2.3
	-1.1
	0.1
	-1.2
	0.4
	0.3

	D BlowingBubbles
	-3.6
	-2.4
	0.8
	-3.7
	-2.1
	0.8

	D RaceHorses
	-3.9
	-2.3
	1.5
	-3.8
	-2.4
	1.3

	E Vidyo1
	
	
	
	-4.8
	-2.1
	0.9

	E Vidyo3
	
	
	
	-4.8
	-1.5
	1.5

	E Vidyo4
	
	
	
	-2.7
	-0.6
	0.7

	Average All
	-3.1
	-1.8
	0.9
	-2.9
	-1.4
	0.8


	
	Random access HE
	Low Delay HE

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-3.9
	-5.2
	-5.1
	
	
	

	Class B
	-2.3
	-3.1
	-3.3
	-1.9 
	-3.3 
	-3.8 

	Class C
	-3.5 
	-4.8 
	-5.1 
	-3.3 
	-4.6 
	-4.7 

	Class D
	-3.2 
	-4.4 
	-4.6 
	-2.9 
	-4.5 
	-4.5 

	Class E
	 
	 
	 
	-4.1 
	-3.7 
	-3.3 

	All
	-3.1
	-4.2
	-4.4
	-1.9 
	-3.3 
	-3.8 


Table 1: SGEO vs TE03 reference (TE12 anchors config with AMP off).

	
	Random access HE
	Low Delay HE

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-2.4
	-3.7
	-3.7
	
	
	

	Class B
	-1.2
	-2.0
	-2.2
	-0.7
	-1.7
	-2.0

	Class C
	-2.2
	-3.6
	-3.6
	-2.1 
	-3.1 
	-3.1 

	Class D
	-1.9 
	-3.2 
	-3.1 
	-1.5 
	-2.8 
	-2.8 

	Class E
	 
	 
	 
	-1.4 
	-0.1 
	-0.7 

	All
	-1.8
	-3.0
	-3.0 
	-1.4
	-2.0
	-2.2


Table 2: SGEO vs TE12 anchors.
	
	Random access HE
	Low Delay HE

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	1.2 
	1.0 
	1.0 
	
	
	

	Class B
	
	
	
	
	
	

	Class C
	1.2
	1.3
	1.4
	0.9 
	1.0 
	1.2 

	Class D
	0.8 
	0.6 
	0.6 
	0.8 
	0.6 
	0.5 

	Class E
	 
	 
	 
	1.0 
	1.7 
	1.1 

	All
	
	
	
	
	
	


Table 3: SGEO vs GEO.
Regarding complexity, the average encoding time ratio between SGEO and GEO is of around 80% for both Random Access and Low Delay.
Considering the minor loss of SGEO compared to GEO, and the noticeable encoding complexity reduction, it is suggested to incorporate SGEO into the TMuC software.
4 Subtest 3: Multi-hypothesis inter prediction
4.1 Local intensity compensation (LIC) for inter prediction [5]

This contribution presents the status of implementation of the Local Intensity Compensation (LIC) tool, as a successor to the previously reported Macroblock Weighted Prediction (MBWP), in TMuC 0.7.1. Intensity compensation is done in a form of a locally adapted weighted prediction where parameters are selected for partitions within a prediction unit. The implementation has been completed partially, and the work on its additional features and fine tuning is ongoing. Although the first results with low complexity configurations show loss of up to 0.7% it is also observed that LIC can be beneficial for some sequences. This document also describes future work which addresses improvements to this method.
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Y BD-rate U BD-rate V BD-rate

Class A 0.9 0.7 0.7

Class B 1.1 1.0 1.0

Class C 0.4 0.5 0.5

Class D 0.4 0.3 0.3

Class E

All 0.7 0.6 0.7

Enc Time[%]

Dec Time[%]

Y BD-rate U BD-rate V BD-rate

Class A

Class B 0.7 1.0 0.8

Class C 0.2 0.5 0.4

Class D 0.3 0.2 0.2

Class E 0.4 1.7 2.0

All 0.4 0.8 0.8

Enc Time[%]

Dec Time[%]

104%

101%

97%

Low delay LoCo



103%


5 Subtest 4: Improved Inter Prediction with enhanced MC filter
5.1 Bi/Single filter switching in FIF [6]
This contribution reports the results on enhanced MC filter, Bi/Single filter switching in fixed interpolation filter, in Tool Experiment3 (TE3) subtest4. In the test, the coding performance and complexity was measured under common test conditions, which is defined in JCTVC-B300[1]. The summary of the test is as follows. At this stage, filter 8 tap filter is not optimized yet and the results of 8 tap is preliminary. At the next stage, further study on filter design for 8 tap (or longer tap), harmonization with other interpolation filter proposals should be discussed in this subtest.

Table 1 Summary of result for random access loco case
	
	Random access LoCo

	
	DIF (6-tap) vs.

	
	Bi/Single (6-tap)
	DCT-IF (6-tap)

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.3 
	-4.5 
	-4.5 
	0.5 
	-4.6 
	-4.7 

	Class B
	-0.3 
	-5.1 
	-7.2 
	-0.7 
	-5.4 
	-7.1 

	Class C
	-4.4 
	-4.4 
	-4.7 
	-2.9 
	-4.7 
	-4.9 

	Class D
	-9.6 
	-9.0 
	-8.9 
	-6.9 
	-8.3 
	-8.5 

	Class E
	
	
	
	
	
	

	All
	-3.8 
	-5.9 
	-6.6 
	-2.8 
	-5.9 
	-6.6 

	Enc Time[%]
	105%
	
	
	100%
	
	

	Dec Time[%]
	104%
	
	
	101%
	
	


Table 2 Summary of result for low delay loco case
	
	Low delay LoCo

	
	DIF (6-tap) vs.

	
	Bi/Single (6-tap)
	DCT-IF (6-tap)

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	
	
	
	
	
	

	Class B
	-0.3 
	-7.2 
	-9.1 
	1.1 
	-7.4 
	-9.4 

	Class C
	-3.0 
	-6.7 
	-6.9 
	-1.5 
	-6.9 
	-7.2 

	Class D
	-5.9 
	-10.9 
	-11.5 
	-5.1 
	-10.5 
	-11.2 

	Class E
	-0.7 
	-12.1 
	-16.6 
	3.5 
	-10.9 
	-15.8 

	All
	-2.4 
	-8.9 
	-10.6 
	-0.7 
	-8.7 
	-10.5 

	Enc Time[%]
	105%
	
	
	100%
	
	

	Dec Time[%]
	103%
	
	
	100%
	
	


Table 3 Summary of result for random access case
	
	Random access

	
	SIFO (12-tap) vs.

	
	Bi/Single (8-tap)
	DCT-IF (8tap)

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.3 
	0.1 
	0.2 
	0.2 
	0.1 
	0.2 

	Class B
	0.2 
	-0.1 
	-0.1 
	0.1 
	-0.2 
	-0.1 

	Class C
	0.6 
	-0.3 
	-0.1 
	0.3 
	-0.3 
	-0.1 

	Class D
	0.6 
	-0.1 
	0.0 
	0.2 
	-0.2 
	-0.1 

	Class E
	
	
	
	
	
	

	All
	0.4 
	-0.1 
	0.0 
	0.2 
	-0.2 
	0.0 

	Enc Time[%]
	59%
	
	
	61%
	
	

	Dec Time[%]
	95%
	
	
	96%
	
	


Table 4 Summary of result for low delay case
	
	Low delay

	
	SIFO (12-tap) vs.

	
	Bi/Single (8-tap)
	DCT-IF (8tap)

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	
	
	
	
	
	

	Class B
	0.7
	0.5
	0.6
	0.8 
	0.7 
	0.6 

	Class C
	0.9 
	0.6 
	0.8 
	1.3 
	0.7 
	0.8 

	Class D
	0.8 
	1.1 
	1.0 
	1.3 
	1.0 
	1.4 

	Class E
	0.8 
	-0.2 
	-0.1 
	1.0 
	0.7 
	0.0 

	All
	0.8
	0.5
	0.6
	1.1 
	0.8 
	0.7 

	Enc Time[%]
	66%
	
	
	65%
	
	

	Dec Time[%]
	100%
	
	
	96%
	
	


5.2 High accuracy interpolation filter (HAIF) [7]
In this contribution, experimental results of high accuracy interpolation filters are reported.  This is one of proposals in subtest 4 of tool experiment 3 on inter prediction.  The purposes of this tool experiment are to improve the performance of inter prediction with enhanced motion compensation filters.  The experimental results show that the interpolation filter which derives each fractional pixel position directly and have more steep frequency characteristics with long tap length can achieve good performance and the interpolation filter and the in-loop filter have strong relation as a filter processing technology.  At the nest stage, computational reduction for the interpolation filter should be discussed in this subtest.

Table 1
Average results of luminance BD-rate (%) on high efficiency anchor

	
	
	HAIF

(8-tap)
	HAIF86

(8/6-tap)
	DCT-IF

(6-tap)

	Random access
	Class A
	0.32 
	0.37 
	0.44 

	
	Class B
	0.17 
	0.50 
	1.02 

	
	Class C
	0.93 
	1.35 
	2.21 

	
	Class D
	1.51 
	2.55 
	4.44 

	
	Class E
	N/A
	N/A
	N/A

	
	All
	0.75 
	1.26 
	2.17 

	
	Enc Time[%]
	62.22 
	63.04 
	56.96 

	
	Dec Time[%]
	94.25 
	100.38 
	92.01 

	Low delay
	Class A
	N/A
	N/A
	N/A

	
	Class B
	0.83 
	1.22 
	1.64 

	
	Class C
	1.99 
	2.79 
	3.07 

	
	Class D
	3.84 
	5.82 
	6.23 

	
	Class E
	0.58 
	0.75 
	2.17 

	
	All
	1.82 
	2.68 
	3.24 

	
	Enc Time[%]
	67.34 
	68.33 
	61.20 

	
	Dec Time[%]
	95.43 
	101.13 
	93.89 


Table 2
Average results of luminance BD-rate (%) on low complexity anchor

	
	
	HAIF

(8-tap)
	HAIF86

(8/6-tap)
	DCT-IF

(6-tap)

	Random access
	Class A
	-0.74 
	0.11 
	0.53 

	
	Class B
	-1.91 
	-1.31 
	-0.69 

	
	Class C
	-4.54 
	-4.21 
	-2.94 

	
	Class D
	-9.34 
	-8.79 
	-6.85 

	
	Class E
	N/A
	N/A
	N/A

	
	All
	-4.44 
	-3.89 
	-2.77 

	
	Enc Time[%]
	111.64
	111.83
	100.30

	
	Dec Time[%]
	102.51
	102.69%
	97.93

	Low delay
	Class A
	N/A
	N/A
	N/A

	
	Class B
	-1.53 
	-1.25 
	1.09 

	
	Class C
	-4.38 
	-3.92 
	-1.52 

	
	Class D
	-8.90 
	-7.90 
	-5.14 

	
	Class E
	-1.70 
	-0.91 
	3.50 

	
	All
	-4.11 
	-3.52 
	-0.67 

	
	Enc Time[%]
	112.63
	112.94
	101.10

	
	Dec Time[%]
	101.55
	101.77
	98.06


Table 3
Average results of luminance BD-rate (%) on low complexity low delay anchor

	
	
	HAIF 

(8-tap)
	ALF
	HAIF (8-tap) 

+ ALF

	Random access
	Class A
	-0.74 
	-3.92 
	-5.01 

	
	Class B
	-1.91 
	-4.67 
	-6.41 

	
	Class C
	-4.54 
	-4.39 
	-8.06 

	
	Class D
	-9.34 
	-5.93 
	-13.00 

	
	Class E
	N/A
	N/A
	N/A

	
	All
	-4.44 
	-4.83 
	-8.42 

	
	Enc Time[%]
	111.64
	101.55
	114.86

	
	Dec Time[%]
	102.51
	114.28
	118.54

	Low delay
	Class A
	N/A
	N/A
	N/A

	
	Class B
	-1.53 
	-4.40 
	-6.53 

	
	Class C
	-4.38 
	-4.89 
	-8.88 

	
	Class D
	-8.90 
	-4.50 
	-12.20 

	
	Class E
	-1.70 
	-2.90 
	-4.59 

	
	All
	-4.11 
	-4.27 
	-8.17 

	
	Enc Time[%]
	112.63
	101.41
	114.99

	
	Dec Time[%]
	101.55
	116.55
	120.37


6  Conclusion and further activities of the TE
The activity has determined tools regarding inter prediction in the new TMuC software. Promising results have been achieved in all subtests. 
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