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Abstract
New method improving B-slice prediction is proposed here. By combining the optical flow concept and high accuracy gradients evaluation this proposed technique allows pixel-wise refinement of motion. This approach does not require any signaling about motion vector refinement to decoder.
Introduction
The conventional concept of B-slice in video coding is an iterative search for the best prediction of current block by weighted combination of two previously encoded blocks, one from the reference frame in the past and the other from reference frame in the future. However, even after this procedure one still may notice uncompensated motion in some parts of the block. Sometimes the size of a region with uncompensated motion is even smaller than the smallest partition size, so it is desirable to have some way to compensate motion for every pixel.
If we can compensate this small pixel displacement without additional partitioning and additional motion vector coding it will allow us using of larger sizes partitions. Thus, having pixel-wise compensation with no additional syntax, we may expect considerable increase in coding efficiency of B-slices.
1 Algorithm description
Two blocks from two reference frames (past 
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), displaces relatively to currently predicted block according to proper motion vectors are our input. It means that integer pixel values from Reference0 (
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) and Reference1 (
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) should are processed by interpolation filter, providing blocks 
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 of the same size with fractional position values (according to the fractional part of motion vector). After that, conventional bi-directional prediction P is given by averaging
Pconventional[i,j]=(P(0)[i,j]+ P(1)[ i,j]+1)>>1,                         (1)
where “>>” is bit-wise right shift.

The main idea of this method is to modify (1) by introducing pixel-wise motion vector refinement in order to obtain more accurate bi-directional prediction. 
The proposed method essentially uses several assumptions.
1. Let’s assume that objects move with locally constant speed. This means that so called “steady motion” model can be used (refer to Fig. 1).
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Fig. 1. Steady motion.
2. Let’s assume that the luminance of moving objects does not change and well known optical flow PDE [1] is valid:
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Here I(x,y,t) is luminance, (x,y) are spatial coordinates, t is time, vx and vy are components pixel displacement vector.
3. Let’s assume that only fine motion is not compensated by standard block based prediction. For fine motion compensation only linear part of local Taylor expansion can be used.
Let us introduce the
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to be the difference between values in points A and B (Fig. 1):
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Here vx[i,j] and vy[i,j,] pixel-wise motion vector refinement components, 
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and 
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 are gradients of luminance I in the position [i,j] on 0 and 1 reference frame correspondently. 
Of course exact calculation for gradient is almost impossible because we know only integer position values of the luminance I. But it is possible to estimate the gradient using only integer pixel values. For example using the concept described in [2] during DCT based interpolation filter construction we may construct DCT based filter directly providing gradient component
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Here 
[image: image15.wmf]a

 is block motion vector, R(l)i,j are reference picture values in integer position [i,j] for references l=0.1, 
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 is filter directly providing derivatives. 
 Scaled by 256 coefficients of the filter 
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 are represented on the Tab. 1. The number of taps for this filter is 12 and motion vector accuracy is 1/8 in order to synchronize with default TMuC [3] configuration. 

Tab. 1. DCT base filter 
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 for gradient estimation (coefficients are scaled by 256).

	Fractional part of block MV, 
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	12-taps DCT based coefficients for gradient estimation 

	0
	{ -2,  5, -10,  18,  -41,   -1,  42,  -20  12,  -7,  4,  -1,},

	1/8
	{ -1,  5,  -9,  15,  -29,  -18,  51,  -21  12,  -7,  4,  -1,},

	1/4
	{ -1,  3,  -6,  10,  -17,  -33,  57,  -19  10,  -6,  3,  -1,},

	3/8
	{ 0,  1,  -3,   4,   -5,  -45,  58,  -14   7,  -4,  2,  -1,},

	1/2
	{ 0,  0,   1,  -2,    6,  -54,  54,  -6   2,  -1,  0,  0,},


In order to make motion vector estimation for point [i; j] more stable the assumption of locally steady motion inside some window ( centered in [i; j] is involved. This window contains pixel in process and (2M+1)x(2M+1) neighbors. Optimal motion vector refinement can be estimated as solution of the least-squares problem. Let’s minimize the discrepancy (3) inside the window 
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 with center in position [i,j]: 
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Under assumptions listed above the problem (5) has explicit solution for the local pixel displacement vector 
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where
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Finally bi-directional prediction based on optical flow concept is 

[image: image27.wmf][

]

(

)

[

]

(

)

[

]

[

]

(

)

[

]

(

)

[

]

(

)

[

]

(

)

[

]

(

)

[

]

(

)

(

)

1

1

,

,

,

,

,

,

,

,

,

1

0

1

0

1

0

>>

+

-

+

-

+

+

=

j

i

I

j

i

I

j

i

v

j

i

I

j

i

I

j

i

v

j

i

P

j

i

P

j

i

P

y

y

y

x

x

x

w

OpticalFlo

 (7)
It was found by experimental way that the following weighted combination of conventional bi-directional prediction (1) and bi-directional optical flow prediction (7) provides better performance
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Experiments show that value 
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 is the optimal. The window size L=2 in all test described below.
For proposed technique it is significant that choice of large size partition becomes more frequent. 
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Fig. 2 Prediction partition in B-slice conventional (left) improved bi-prediction (right).
More details of described algorithm can be found in [4].

2 Test results
In order to evaluate the performance of described here technique bi-directional optical flow algorithm was implemented on top of TMuC 0.81 (Samsung bug-fix branch). As this tool essentially uses that two combined predictions should come from one from future and another from the past compare to predicted frame this algorithm was tested in random access test scenario only (both high efficiency and low complexity cases). 
We slightly changed an anchor for this test. Both skip and direct modes were enabled in TMuC and DCT IF 12 taps was used interpolation filter. Test results for this modification are summarized in Table 2. This combination is 1.4/1.7/1.8 % better than default TMuC tools combination in high efficiency profile. Both encoding and decoding time reduced compare to default TMuC tools settings.  

	Table 2. Test results for enabled skip and direct modes with DCT IF 12 taps for Luma as non-switchable interpolation filter (full frame test).

　
	Random access
	Random access LoCo

	
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-1.1 
	-1.5 
	-1.7 
	-1.9 
	-6.6 
	-6.8 

	Class B
	-1.3 
	-1.4 
	-1.5 
	-4.7 
	-8.5 
	-10.1 

	Class C
	-1.5 
	-1.9 
	-1.9 
	-7.9 
	-7.2 
	-7.6 

	Class D
	-1.7 
	-2.1 
	-2.1 
	-14.7 
	-12.4 
	-12.7 

	Class E
	　
	　
	　
	　
	　
	　

	All
	-1.4 
	-1.7 
	-1.8 
	-7.9 
	-8.9 
	-9.7 

	Enc Time[%]
	79%
	126%

	Dec Time[%]
	99%
	97%


The modified TMuC described above was used as an anchor for BIO evaluation. Evaluation was done using TE12 test configuration. Test results are shown in Table 3.
Table 3. Test results for bi-directional optical flow algorithm against anchor in Table 2.
	　
	　Random access　
	Random access LoCo　

	　
	Y BD-rate
	U BD-rate
	V BD-rate
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	-1.4
	-0.8
	-0.8
	-0.7
	-0.8
	-0.7

	Class B
	-1.2
	-0.7
	-0.5
	-0.1
	-0.6
	-0.5

	Class C
	-1.7
	-1.0
	-1.0
	-1.5
	-1.0
	-1.0

	Class D
	-3.1
	-1.8
	-1.7
	-3.5
	-1.9
	-1.8

	Class E
	　
	　
	　
	　
	　
	　

	All
	-1.9
	-1.1
	-1.0
	-1.5
	-1.1
	-1.0

	Enc Time[%]
	
	119
	
	
	123
	

	Dec Time[%]
	
	153
	
	
	149
	


More detailed information is available in excel tables accompanies this proposal.
Evaluated technique shows 1.9% and 1.5% performance gain in terms of Y BD-rate (in high efficiency and low complexity test scenario correspondently). Even if this tool is not applied for chroma component it shows more than 1% performance improvement for both chroma components. Decoding time increase compare to anchor is 53% and 49% only (in high efficiency and low complexity profile correspondently), which is comparable with other decoder side motion derivation tools.

3 Conclusion
We would like to propose to setup new core experiments on decoder-side motion derivation with the newly established HEVC test-model and investigate the possibility of the proposed bi-directional optical flow algorithm in the CE.
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