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Abstract
This contribution analyzed the complexity of large transform block sizes, especially for a generic hardware implementation. Based on the analysis in this contribution, the hardware cost for a 64x64 transform block is roughly eight times that of an 8x8 transform block, which is the maximum transform block size of the H.264/AVC coding standard. The hardware cost for a 32x32 transform block is roughly four times that of an 8x8 transform block. The analysis also provides a compression gain comparison between different transform block sizes. The experimental results show that 80% to 90% of the total compression gain (2-4%) from large transform block sizes can be captured by 16x16 and 32x32 transform block sizes. Given the cost and compression gain, and that HEVC is also attempting to reduce overall coding complexity, this contribution suggests limiting the maximum transform block size to either 32x32 or 16x16.
1. Introduction

Recent research results show that an interesting amount of compression gain can be achieved by allowing larger DCT transform sizes in video compression. The 8x8 transform was adopted in H.264/AVC High Profile and 6-8% average bit rate savings was shown in [1]. However, the DCT and inverse DCT components are one of the most complex components of a video decoder for various coding standards, including H.264/AVC. In spite of the great effort to simplify the DCT transform in AVC, it is estimated that at least 10% processing power is dedicated to the inverse 4x4 DCT transform in baseline software decoders [2, 3].  The inverse DCT component in an ASIC decoders needs relatively more computing power since most ASIC decoders are designed to handle worst case scenarios. The number of gates required in an ASIC implementation of H.264/AVC 4x4 IDCT blocks varies from 3500 to 9200, depending on pixel throughput, clock frequency and other factors [5]. The cost for the inverse DCT is significantly higher for decoders capable of High Profile real time HD decoding, in which a larger 8x8 transform with larger coefficients, is normative.

In HEVC, the transform has been further extended to even larger transform sizes, ranging from 16x16 to 64x64 [4]. This will significantly increase the amount of processing power needed for the IDCT component and the number of gates necessary to implement this IDCT in hardware.

In the following sections, we present results analyzing coding efficiency and estimating complexity, including hardware cost, theoretical asymptotic values of different transform sizes, and measured bit rate savings from different transform blocks with larger sizes using TMuC software on a broad subset of the streams used for analysis by this standards body. We hope these results will provide insight into the cost-benefit trade-offs of the different transform sizes.
2.  Compression Gain from Different Sizes of Transform Blocks

In this section, we describe our experiments on larger transform block sizes. The intent is to understand the impact of larger transform sizes on the compression gain.
In order to evaluate the compression gain from larger coding block sizes, we set the largest transform size to be 64x64, 32x32, 16x16 and 8x8 respectively in the configuration file of TMuC. Following the suggestions in the tool experiments (CS2, hierarchical B, high coding efficiency), we encoded several input sequences with different sizes from 416x240 to 2560x1600 with different middle range QPs (from 20 – 32). Conventional BD PSNR and BD rate difference are calculated between an encoder with the largest transform size of 8x8 (as baseline) and even larger sizes (for example, 64, 32).  The encoder software is TMuC 0.7.3. 
The bit reduction results for various different input sequences are shown in Figure 1. For detailed PSNR/bit rate curves for each sequence, please see the figures in the accompanying Excel spreadsheet.
The average PSNR gain and bit rate reduction with respect to the baseline (a max transform size of 8x8 as required by H.264/AVC High Profile) from larger transform sizes are shown in Table 1.
	Max transform size
	16x16
	32x32
	64x64

	PSNR gain
	0.080
	0.093
	0.095

	Bit rate reduction
	2.12%
	2.45%
	2.51%


Table 1: PSNR gain and bit rate reduction for different maximum transform sizes
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Figure 1: Compression Gain for Various Input Sequences
From our experimental results, it is found that using a max 16x16 transform size contributes about 80% of the total compression gain from using a max 64x64 transform size.  Using a max 64x64 transform size only produces around 0.02 db PSNR gain and 0.06% bit rate savings on average beyond the results using a max 32x32 transform size. 

We observed that images with larger dimensions do not seem to get more relative benefit from a larger transform. In this experiment, the very large resolution video sequences (2560x1600 pixels) achieved a bit rate reduction of 2.01%, compared with all the tested sequences (average bit rate reduction = 2.12%). It is also interesting to note that the two horse race sequences (416x240 and 832x480 respectively) do have slightly different compression gains (1.36% and 2.26%). 

We also observe that the percentage of larger transform blocks within each stream is small. But the encoder selects the transform size based on RD optimization results. This implies that a larger transform size does not improve the overall compression performance in the prediction unit where large transform blocks are not chosen.
3. Complexity Analysis
In ASIC design, all the components are normally designed to handle the worst case scenario due to the limited buffer sizes of the chips. The following analysis is based on the worse case scenarios for a typical SoC HD video decoder.

3.1 Theoretical Asymptotic Analysis: 
The 2D DCT and inverse DCT are normally considered to have a computational complexity of O(n log n) by factorizing the computation, where n is the side length of the transform block. Total computational complexity for a given frame can be approximately calculated by the asymptotic equation, multiplied by the number of blocks to be processed in the frame. The memory requirement for a 2D inverse DCT is O(n2).
The increases in computational complexity of different max transform sizes compared to a using the baseline of a 8x8 transform as required by H.264/AVC High Profile are shown in Table 2.
	Max Transform Size
	16x16
	32x32
	64x64

	Computational Complexity (compared to max 8x8 transform size)
	130%
	166%
	200%

	Memory Requirement (compared to max 8x8 transform size)
	400%
	1600%
	6400%


Table 2: PSNR gain and bit rate reduction for different maximum transform sizes
However, the asymptotic computational complexity analysis does not consider the fact that there is a (log n) times bit depth increase. The actual computational complexity should be (log n) times higher on average. The above complexity analysis is approximately correct given that the big O notation is only the asymptotic behavior in DCT and inverse DCT computation.

3.2 Hardware Cost Implementation Estimation:
In order to have a more accurate understanding of the computational complexity in an ASIC, we have carefully estimated the hardware cost of implementing larger transform sizes based on our past experience in hardware decoder architecture and with consideration of generic implementation approaches.  The analysis used specific technology examples, but the results are technology independent.  The hardware cost includes both the temporary storage and the ALU logic used in the hardware transform blocks. The estimated costs of transform blocks with different sizes are shown in Figure 2. 
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Figure 2: Compression gain and estimated silicon area increase
When the large transform block size is 64, the hardware cost of the transform block itself is increased by approximately eight times. Similarly when the large transform block size is 32, the hardware cost of the transform block itself is increased by approximately four times. Meanwhile, the compression gain is almost saturated when the transform block size is greater than 16. 
In addition, larger transform blocks tend to require larger buffers for the decoded pixels in the rest of the decoder.  For example, larger transform blocks will also impact the deblocking filter and the new loop filter in pipelined ASIC decoders.  Therefore, the potential extra cost for the entire ASIC decoder is actually larger than what the figure shows. 

It can be found in the literature that the cost of the DCT and inverse DCT blocks take more than 15% of the total decoder cost (silicon area) for a typical real time HD or SD decoder.  The size of a 64x64 transform, therefore, is at least the size of an entire H.264/AVC decoder. Increasing the transform block size to 64 will therefore double the silicon area/cost, even if all other functions remain the same.
4. Conclusions:
Compression gain at some cost of computational complexity of encoders and decoders is widely accepted as we develop future video codecs.  However, there should be some effort to minimize implementation cost of encoders and decoders when the compression gains are not significant. 
Given the cost and compression gain from larger transform block sizes, we suggest limiting the maximum transform size to be 32x32 or 16x16.
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