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Abstract
The coding efficiency loss of RIM-PCP is evaluated to be between 0 to 0.1% using TMuC-0.7 with QC_MDDT disabled.  The implemented RIM-PCP includes reordering of significant_coeff_flag and last_significant_coeff_flag by context. The update skipping mentioned in original proposal [2] is not included in code provided for evaluation; the context updates are still being done serially.  The software reports RIM-PCP throughput impact to be between 1.4 to 1.9 for significant_coeff_flag amd 1.5 to 2.1 for last_significant_coeff_flag. Test results have been verified to mostly match with results provided by RIM
. 
1 Introduction

This document reports the performance evaluation results of the RIM-PCP (Parallel Context Processing) in the Test Model under Consideration (TMuC) as part of TE 8[1]. QC_MDDT was turned off during evaluations.
2 Tool Description

RIM-PCP is a tool aimed to improve throughput of context modeling to with minimal cost to coding efficiency[2].  The proposal contains two key components:

1) Reordering the sequence in which the significant_coeff_flag and last_significant_coeff_flag are sent across various blocks.  Rather than grouping the flags in terms of blocks, the flags are grouped in terms of coefficient position and context model.  As a results several significant_coeff_flag occur in groups.  A maximum of 4 bins are processed in parallel at a time.
Context modeling consists of context selection and context read/update.  Grouping the data in this manner makes context selection portion easier to perform in parallel.  However, context update remains an issue.
The updates of the probabilities are done serially in the software under test.

2) Skipping the update of up to four significant_coeff_flag or last_significant_coeff_flag that are to be processed in parallel.  (This was not implemented in the software under evaluation).
3 Test Conditions
The TMuC0.7.1 software is used for the evaluation, the simulation platforms is LSF equipped with Intel(R) Xeon(R) CPU X5570@2.93GHz  64 bits Linux machines, the common test conditions and reference configurations specified in [2] are followed except QC_MDDT is disabled.

 
Modifications performed by RIM where enabled using a compiler directive:

	///////////////////////////////

// RIM defines section start

///////////////////////////////

#define RIM_PARALLEL_CONTEXT



  1           ///< Enable parallel context processing

#if  RIM_PARALLEL_CONTEXT

#undef
QC_MDDT

#define RIM_TEST_THROUGHPUT




  1

#define RIM_NBINS






  4

#endif

///////////////////////////////

// RIM defines section end

///////////////////////////////




4 Testing Results
4.1 Total coding loss from RIM-PCP 

As shown in the table below, the average loss from RIM-PCP ranges from 0% to 0.1%. The detailed results are shown in TE8-TI-RIM-PCP.xls . 
	 
	Intra

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0 
	0.1 
	0.1 

	Class B
	0.1 
	0.1 
	0.1 

	Class C
	0.1 
	0.1 
	0.1 

	Class D
	0.1 
	0.1 
	0.1 

	Class E
	0.0 
	0.0 
	0.0 

	All
	0.1 
	0.1 
	0.1 

	
	
	
	

	 
	 
	Random access
	 

	
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	0.0 
	0.0 
	0.0 

	Class B
	0.1 
	0.1 
	0.1 

	Class C
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 

	Class E
	 
	 
	 

	All
	0.0 
	0.0 
	0.0 

	
	
	
	

	 
	Low delay

	 
	Y BD-rate
	U BD-rate
	V BD-rate

	Class A
	 
	 
	 

	Class B
	0.1 
	0.1 
	0.1 

	Class C
	0.0 
	0.0 
	0.0 

	Class D
	0.0 
	0.0 
	0.0 

	Class E
	0.0 
	0.0 
	0.0 

	All
	0.0 
	0.0 
	0.0 


Table 2  Average gain from RIM-PCP. Positive numbers in the table mean RIM-PCP resulted in the coding loss. 
4.2 Throughput Estimate of RIM-PCP
Throughput measurements from the RIM-PCP software state the following
	
	
	Intra
	Random Access
	Low Delay

	significant_coeff_flag

Throughput 
	Average
	1.9
	1.7
	1.4

	
	Max
	2.4
	2.9
	3.2

	
	Min
	1.2
	1.2
	1.1

	last_significant_coeff_flag

Throughput 
	Average
	2.1
	1.9
	1.5

	
	Max
	3.5
	2.9
	3.0

	
	Min
	1.3
	1.3
	1.1


5 Summary
The evaluation results are summarized as below in the Table 3 below.
	Anchor combination
	Combination under Test
	Average Gain (BD-rate)

	QC_MDDT off, RIM-PCP off
	QC_MDDT off, RIM-PCP on
	0% to 0.1% 


Table 3.  Summary of TE8 testing on RIM-PCP
6 Conclusions

The total loss of RIM-PCP is 0 to 0.1%.  However, this is without skipping context updates.  Context updates are still being done serially, which poses a challenge for both encoding and decoding.
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� Minor mismatches are highlighted in the spreadsheet RIM_results_vs_TI_results_for_RIM-PCP.xls






Page: 1
Date Saved: 2010-10-04

