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Abstract

This document presents the experimental results of TE3 subtest 1 [1], which aims to improve temporal prediction performance by using warping motion [2]. This tool uses the additional reference picture which is warped version of the original reference picture based on homography relation between the current picture and the reference picture. Experimental result shows 3.1% overall bitrate saving under ‘low delay & high efficiency’ condition and 3.5% overall bitrate saving under ‘random access & high efficiency’ condition compared with TMuC 0.7.3.
1 Introduction
Motion compensation with adaptive warped reference (AWR) method can handle complex motions, which could not be compensated by the conventional translational motion model. The AWR method generates warped reference pictures that compensate complex motions between a reference picture with refIdxLX = 0 and a current picture to encode. The complex motions are modeled as a parametric image transformation function such as a homography transformation function. Then, the parameters of the transformation function are quantized and encoded in bit streams so that a decoder can warp the reference picture with refIdxLX = 0 in the same way as the encoder did. More detail technical description will be explained at the next chapter.

Adaptive warped reference
1.1  Technical description (in the encoder side)

Computation of warping parameters

In order to achieve a warping function appropriate for the pair of images (reference and current picture), we use KLT feature tracker [3] to detect feature points in the current picture and track them in the reference picture resulting many pairs of feature points. They are segmented into several groups so that the feature point pairs in a group are explained by one parametric function, because single picture can be composed of different kinds of motions. The feature point pairs are grouped by a segmentation algorithm based on a region growing approach [4] (refer to Fig. 1). Then, for each group of feature point pairs, we compute the 8 parameters of the homography transformation function (1) using normalized direct linear transform algorithm [5]. The homography transformation function is a non-linear mapping function that maps a point pN(x,y) to pN’(x’, y’) as
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where H is a 3x3 matrix that contains 8 parameters of the homography transformation matrix H.
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(a)One feature group in the reference picture

 (b)One feature group in the current picture

Fig. 1 Example of grouped feature point pairs; six pairs are grouped into one group.

Next, we warp the reference picture using the warping parameters computed for each group. For example, Fig. 2 shows (a) a reference picture, (b) a current picture, (c) a warped reference picture corresponding to 0th group, and (d) another warped reference picture corresponding to 1st group. The first warped reference picture explains the motion of the static background region. And the second one does the motion of the rotating trump cards.

	[image: image3.png]



(a) a reference picture
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(b) a current picture
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(c) the first warped reference picture (by 0th group)
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(d) the second warped reference picture (by 1st group)


Fig. 2 Example of two warped reference pictures corresponding to two groups of features identified between a reference picture (a) and a current picture (b); the first and second groups correspond to background (c) and rotating trump cards (d), respectively.  
Interpolation method
Warped reference picture is generated by applying achieved homography. Pel accuracy is supported up to 16th pel. For this interpolation process, we apply 6-tap filter (included in TMuC) for the 8th pel and apply bi-linear filter to get 16th pel (refer to Fig 3.)
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Fig. 3 Interpolation process in order to generate warped ref pic

Selection of the best warped reference picture
Although we can generate multiple warped reference pictures to explain the complex motions between the current and reference picture with refIdxLX = 0, not all the warped reference pictures are useful for the coding efficiency. So, we made a criterion to estimate how much gains can be obtained from each warped reference picture when compared to the reference picture with refIdxLX = 0. Using this criterion, we choose the best warped reference picture among the multiple candidate warped reference pictures.
Adding warped reference picture to ref pic list temporally
The chosen warped reference picture is inserted to the reference picture list. It is simply added at the last slot of ref pic list (refer to Fig. 4) 
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Fig. 4 Addition of warped reference picture
Encoding of the motion parameters
We should encode the homography information consisting of 8 floating point numbers as the side information. However, the warping results were too sensitive to the quantization errors of the 8 parameters; small quantization errors make large differences to the warping results. In order to minimize the influence of the quantization errors and reduce the size of side information (parameters) to encode, we use another representation of the homography transform function. We apply the homography transformation function to the 4 corner points of the current picture to obtain transformed coordinates of them. Then, we encode the 4 motion vectors of the 4 corner points instead of the 8 parameters. This representation makes the warping results less sensitive to the quantization errors and has smaller range of values than using the 8 parameters of the homography transformation function.

Single pass encoding scheme
In order to reduce the increase of the encoder complexity, we implement the proposed method as a single pass encoding scheme. Once we check the quality enhancement degree of the warped reference picture compared with the original reference picture. That is, if the warped version is sufficiently similar to the current picture in some degree (globally or locally), we add it to the reference picture list. Then we apply a temporal dependent decision rule, which checks whether the previous coded picture having lower temporal level than that of current picture uses the proposed method or not. If the previous picture in the lower temporal level has used the warping reference picture, we encode the current picture with the warped reference picture. Otherwise, the current picture is encoded without it.
1.2  Syntax and semantics

Slice header information for the proposed method is described below.

	slice_header( ) {

	
first_lctb_in_slice

	
slice_type

	
pic_parameter_set_id

	
frame_num

	
…

	
alf_param()

	if( slice_type  = =  P  | |  slice_type  = =  B ) {

	    apply_adaptive_warp_flag

	    if( apply_adaptive_warp_flag = = 1) {

	      use_warp_flag_l0

	      if( use_warp_flag_l0 = = 1 ) {

	        for(i=0; i<2; i++) {

	          for(j=0; j<2; j++) {

	           warp_info_l0[j][i]

	          }

	        }

	      }

	      if( slice_type = = B ) {

	        use_warp_flag_l1

	        if( use_warp_flag_l1 = = 1 ) {

	          for(i=0; i<2; i++) {

	            for(j=0; j<2; j++) {

	             warp_info_l1[j][i]

	            }

	          }

	        }

	      }

	    }

	  }

	if( slice_type  = =  P  | |  slice_type  = =  B ) {

	
mc_interpolation_idc

	….


apply_adaptive_warp_flag equal to 1 specifies that adaptive warped reference pictures are used. apply_adaptive_warp_flag equal to 0 specifies that adaptive warped reference pictures are not used. When this syntax element is not present, it shall be inferred to be equal to 0.

use_warp_flag_l0 equal to 1 specifies that current slice uses warped reference picture included in reference picture list 0. use_warp_flag_l0 equal to 0 specifies that current slice do not use warped reference picture.
use_warp_flag_l1 equal to 1 specifies that current slice uses warped reference picture included in reference picture list 1. use_warp_flag_l1 equal to 0 specifies that current slice do not use warped reference picture.
warp_info_l0[i][j] specifies the quantized corresponding four positions in the reference picture included in the reference picture list 0. This information is translated into homography in the decoding process.

warp_info_l1[i][j] specifies the quantized corresponding four positions in the reference picture included in the reference picture list 1. This information is translated into homography in the decoding process.

Experimental results
1.3  Test conditions

Proposed algorithm is implemented on TMuC 0.7.3 and we use the ‘high efficiency’ common test condition as specified in JCTVC-B300, which was agreed in TE 3 subtest 1. 
In order to show the performance of the proposed method in the sequences having complex motion, we added below sequences to the common test sequences. Those are well known and common videos in VCEG and VQEG.
Table 1. Additional test sequences.
	Sequence name
	Resolution

	Flowervase_WQVGA
	416x240

	Flowervase_WVGA
	832x480

	City_720p
	1280x720

	Jets_720p
	1280x720

	Bluesky_1080p
	1920x1080

	Station2_1080p
	1920x1080


1.4  Results

Table 2. BD rate (%) reduction of low delay & high efficiency condition.
	Class
	seq.
	BD-rate(%)

	B
	BasketballDrive
	　0.1

	
	BQTerrace
	　0.7

	
	Cactus
	　-3.1

	
	Kimono
	　0.1

	
	ParkScene
	0.2

	
	Bluesky
	-8.4

	
	Station2
	-41.1

	Class B Avg.
	　-7.4

	C
	BasketballDrill
	-0.2

	
	BQMall
	0.6

	
	PartyScene
	-0.1

	
	RaceHorses
	0.5

	
	Flowervase
	-0.7

	Class C Avg.
	0.0

	D
	BasketballPass
	0.6

	
	BlowingBubbles
	0.2

	
	BQSquare
	0.3

	
	RaceHorses
	0.8

	
	Flowervase
	-6.1

	Class D Avg.
	-0.8

	E
	Vidyo1
	0.0

	
	Vidyo3
	-0.9

	
	Vidyo4
	-0.1

	
	City
	-0.2

	
	Jets
	-12.4

	Class E Avg.
	-2.7

	Total Avg.
	-3.1


Table 3. BD rate (%) reduction of random access & high efficiency condition.
	Class
	seq.
	BD-rate(%)

	A
	Traffic
	0.0

	
	PeopleOnStreet
	0.0

	Class A Avg.
	0.0

	B
	BasketballDrive
	-0.2

	
	BQTerrace
	　0.1

	
	Cactus
	　-8.4

	
	Kimono
	　0.0

	
	ParkScene
	0.1

	
	Bluesky
	-14.2

	
	Station2
	-28.9

	Class B Avg.
	-7.4

	C
	BasketballDrill
	0.0

	
	BQMall
	0.1

	
	PartyScene
	-0.2

	
	RaceHorses
	0.0

	
	Flowervase
	-0.4

	Class C Avg.
	-0.1

	D
	BasketballPass
	0.1

	
	BlowingBubbles
	0.1

	
	BQSquare
	-0.2

	
	RaceHorses
	0.1

	
	Flowervase
	-2.3

	Class D Avg.
	-0.4

	E
	City
	-3.6

	
	Jets
	-16.4

	Class E Avg.
	-10.0

	Total avg.
	-3.5


Table 4. Complexity comparison (with TMuC 0.7.3)

	Test condition
	Encoding complexity
	Decoding complexity

	Low delay & high eff.
	1.3
	1.5

	Random access & high eff.
	1.4
	1.6

	Avg
	1.3
	1.6


Considering additional sequences (defined in Table 1) with the common test sequences, we can get 3.1% and 3.5% under low-delay and random-access condition respectively. Maximum gain is achieved 41.1% (low delay) and 28.9% (random access) in ‘Station2” sequence. Besides, ‘Cactus’, ‘Bluesky’, ‘Flowervase’, ‘City’ and ‘Jets’ shows significant bitsaving compared with TMuC 0.7.3. The common feature of those sequences is they have more complex motion than the normal translational motion. It means that the current TMuC cannot provide enough coding performance when the video has complex motion, and the proposed method can support this drawback of the current TMuC in that cases.
In regard of the complexity increase, encoder spends average 30% more time and decoder does 60% more time than TMuC. Currently, full warped reference picture is generated in the decoder side without considering how many motion partitions use the warped reference picture. If we apply the warping process in block level, decoder complexity will be reduced by 30~40%, which values are achieved by our preliminary test. So we can provide high coding efficiency with slight complexity increase in the encoder and decoder side.
Conclusion
In this contribution, we proposed the motion compensation method with adaptive warped reference picture in order to achieve high coding efficiency in the sequences having complex motions. The results show average bitrate saving was 3.1% and 3.5% respectively in low-delay and random access condition with some additional sequences. Especially for the sequence having complex motion, the proposed scheme shows over 40% bitsaving compared with TMuC. Besides, this method is a simple picture level tool and do not modify any parsing and decoding process in CU/PU/motion partition level. So we recommend adopting the proposed method into TM and let the Test Model guarantee the high coding efficiency in any video sequences, even if it has complex motion.
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