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1 Introduction

The goal of this Tool Experiment (TE) is to improve intra prediction in the HEVC test model. The first evaluated method uses a new spatial prediction scheme for intra encoding is by taking full use of the correlation between lines and pixels instead of blocks. Second method combines two AVC based intra prediction (BIP: Bi-directional Intra Prediction) and combinations of pre-defined 1-D transforms depending on the intra prediction direction (1DDUT: 1 Dimensional Directional Unified Transform. Both methods are organized in subtest “a” and participants in this activity are Huawei Technologies and Toshiba. In subtest “b”, a method called DCIM (Differential Coding of Intra Modes) allows a more precise directional prediction without significant increase in the cost for transmitting the side information especially for small block sizes such as 4x4. Participants in this subtest are Sony, Panasonic and Sharp. In subtest “c”, a method defines a group of pixels that are intra-coded, and where the intra-coding may be done in a parallel fashion is evaluated. . Participants in this subtest are Sharp and Toshiba.

The software bases for this is the TMuC using Intra Coding 
2 Experimental Conditions

2.1 Software

TE will be implemented into the TMuC software that is recommended by the TMuC software group at the end of this meeting in Geneva.

2.2 Test Sequences, Bit Rates and Coding Conditions

In this TE, the recommended test conditions of intra-only configuration and test sequences as defined in the document  B300 [1 ] and provided config files by the TMuC software group are used for all subtests. 

2.3 Evaluation of TE Results

Results of the TE will be evaluated on the Basis of BD-measures as defined in the CfP document [1]. This also means that the results will be compared against the anchor as defined in the CfP. In addition subjective viewing will be done optional during JCTVC October 2010 Guangzhou meeting.

2.4 Evaluation of Complexity

For the complexity measurement, the anchor, the reference software and the reference software with the tool implemented will be executed on the same machine and the computational time will be measured for each software. Then, a time factor is calculated which the reference software including the subtest tool needs in comparison to the reference software without the tool as well as the anchor. 

3 Timelines

August 9, 2010: TMuC software available
Geneva + 2Wks: Deadline for sending email to coordinator expressing interest in participating in tool experiment.Guangzhou  -September 24 : Cross-verification completed.  
Guangzhou October 1 Report the verification results uploading
4 Description of Tool Experiment

4.1 TE6.a: Bidirectional Intra Prediction
4.1.1 JCTVC-B042 (Toshiba)
Bi-directional Intra Prediction (BIP) is a spatial prediction scheme for intra coding.  The concept of BIP consists of two features.  One is the use of a weighted bidirectional prediction (WBP) that combines two kinds of intra prediction modes at each sub-block.  The other feature is the adaptive sub-block coding order (ASCO), which means the selection of the sub-block coding order (the conventional raster order or the reverse order) in a parent prediction unit.
4.1.1.1 Weighted Bidirectional Prediction (WBP)

WBP (Weighted Bidirectional Prediction) combines two AVC intra-frame predictions results by a weighted sum according to the distance between predicted pixel and pixel(s) used for prediction.  By combining two predictions, it is expected to predict multi-directional texture and reduce the coding noise of the reference pixels.  Figure 1 depicts an example of weighted sum of two AVC intra-frame predictions.
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Figure 1  An example of weighted sum of two AVC intra-frame predictions

4.1.1.2 Adaptive Sub-block Coding order (ASCO)

ASCO (Adaptive Sub-block Coding Order) adds reverse coding order of luminance sub-block in a parent prediction unit s shown in Figure 2.  By applying the reverse coding order, although the first coded sub-block(sub-block D) might be degraded because the distance of coding pixel and reference pixel(s) increases, coding efficiency of other sub-blocks would be improved since bi-directional prediction from down/up (sub-block B) or right/left (sub-block C) or surrounding prediction from down/up/right/left (sub-block A) becomes available.
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Figure 2  Reverse coding order of luminance sub-block

There are three categories of intra prediction in this proposal.  The first one is the conventional AVC intra prediction mode.  The second one is the raster coding order mode that contains AVC intra prediction modes and WBP modes, with the conventional raster sub-block coding order.  The third one is the reverse coding order mode that is similar to the raster coding order mode but reverses the sub-block coding order as shown in Figure 2.

4.2 TE6.a: New intra prediction using the correlation between pixels and lines

4.2.1  JCTVC-B040 (Huawei Technologies)

Presents a new spatial prediction scheme for intra encoding by taking full use of the correlation between lines and pixels instead of blocks [1]. Unlike the traditional block-based intra prediction, we explore the spatial correlation by using the line-based and resample-based intra prediction to improve compression performance of intra encoding

4.2.1.1 Line-based intra prediction
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Fig. 1 Directional prediction of 1x16 and 2x8 mode

Firstly, we introduce the line-based intra prediction (LIP) to use the correlation between lines and pixels. Currently, the line-based intra prediction consists of 4 modes, i.e., 1x16, 16x1, 2x8 and 8x2 modes. For each intra MB, the lip_flag is used to indicate whether LIP is used. And a lip_type symbol is used to specify the selected LIP mode. Mode selection is based on RD evaluation. The LIP mode 16x1 and 8x2 are illustrated in Fig. 1. For each LIP mode, nine directional predictions are evaluated, the one with minimum RD cost is selected as the prediction direction. For horizontal and vertical prediction, the prediction is set as the value of the reference pixel. For other directions, the reference pixel that lies on the prediction direction and its two neighboring reference pixels are low-pass filtered to get the prediction value. According to the LIP mode used, DCT of size 1x16, 16x1, 2x8 or 8x2 is applied. The zigzag scan order is changed accordingly for coefficient blocks of size 8x2 and 2x8.

4.2.1.2 Resample-based intra prediction

Secondly, a resample-based intra prediction (RIP) is proposed for intra prediction, which aims to improve coding efficiency by taking full advantage of the correlation of pixels instead of blocks. 
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Fig. 2. The proposed RIP partitions and signal methods

As illustrated in Fig. 2, three new MB partitions are proposed, of which one is one-level decomposition and the others are two-level decomposition. In the first-level decomposition, a MB is decomposed into 4 blocks by down-sampling. In the second-level decomposition, one of the down-sampled blocks can be further decomposed into 4 sub-blocks by using down-sampling or not. These three new MB partitions are used for intra encoding as well as traditional intra MB partitions. The final selected intra MB partition is determined by using RDO at MB level. Two flags, use_RIP_flag and hierarchical_structure_flag, are combined with the existing transform_size_8x8_flag to signal the proposed RIP partitions.
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Fig. 3. Intra prediction and interpolation in RIP

Let’s take the proposed partition of Intra_RIP_8x8 as an example. As shown in Fig. 3, a MB is decomposed into 4 blocks (i.e. I0, P1, P2 and P3) by down-sampling. I0 block is encoded with traditional block-based intra prediction, where all of the reference pixels are from the encoded neighboring MB. P1 and P2 blocks are predicted pixel-by-pixel with the reference of the encoded I0 block by interpolation with 4-tap filter [-1, 5, 5, -1] horizontally and vertically. P3 block is predicted pixel-by-pixel with the reference of the encoded P1 and P2 blocks by averaging the four neighboring pixels. It is noticed that unavailable reference pixels are replaced by the nearest pixels when performing the prediction on the boundaries of blocks. It should be noticed that the proposed RIP technique takes full advantage of the correlation of pixels instead of blocks and has higher prediction accuracy in comparison to the traditional block-based intra prediction.

The prediction residuals of all blocks are processed with transform, quantization and entropy coding. In quantization process, block-based QP shift scheme is employed to achieve higher coding performance, where smaller QP is assigned to the reference block(s). Change to entropy coding of CBP (Coded Block Pattern) syntax element is necessary since all the decomposed blocks don’t have similar distribution of residual coefficients. The in-loop filter process inside a MB is disabled for Intra_RIP_8x8 and Intra_RIP_4x4_hs partitions.
4.3 TE6.a: Ehanced Intra Coding (EIC)

4.3.1  JCTVC-A109 (MediaTek)

A novel efficient intra coding method, named as Enhanced Intra Coding (EIC), is presented here (originally proposed in JCTVC-A109). In our method, several new techniques have been used to improve the coding performance including overlapped block intra coding (OBIP), multiple mode Karhunen–Loève transform (MMKLT) and context dependent mode representation (CDMR) for intra prediction, residue transform and mode coding, respectively.
4.3.2 Overlapped Block Intra Prediction (OBIP)
For each intra 4x4 macroblock (I4MB) or intra 8x8 macroblock (I8MB), a flag is used to indicate if all 4x4 or 8x8 blocks in the MB are predicted by the OBIP method or by the normal method as in H.264/AVC. The OBIP method is described as follows.
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Figure 1 Illustration of neighboring blocks to the left and to the top of the current block
As depicted in figure 1, we denote the neighboring blocks to the left and to the top of the current block as A and B, respectively. The intra-prediction modes for block A, B, and the current block are denoted as ModeA, ModeB, and ModeC, respectively. For a pixel S(i, j), where (i, j) is the coordinate in the current block, three possible predictors PC(i, j), PA(i, j), and PB(i, j) can be generated by the normal directional prediction method as in H.264/AVC with ModeC, ModeA and ModeB respectively. Then the prediction P(i, j) for S(i, j) can be calculated as
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where 
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is the weighting value on PX(i, j) when the current block mode is ModeC. Thus, we formulate the prediction P(i, j) for S(i, j) as a weighting sum of three possible predictors PC(i, j), PA(i, j), and PB(i, j). The weighting values depend on the pixel positions (i, j), the current block mode (ModeC), and the position of the weighted predictor (X).
All the weighting values are offline trained and do not change throughout the encoding or decoding process. To avoid floating-point operations, 
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 is quantized to a 14-bit integer. Equation ( 1 ) can then be rewritten as
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There are 9 prediction modes in Intra 16x16 blocks. Mode 0, 1, 2, and 4 hold the same prediction procedure as the Intra_16x16_Vertical, Intra_16x16_Horizontal, Intra_16x16_DC, and Intra_16x16_Plane modes in H.264/AVC, respectively. The other 5 modes are:

Mode 3: Intra_16x16_Diag_Down_Left,

Mode 5: Intra_16x16_Vert_Right,

Mode 6: Intra_16x16_Hor_Down,

Mode 7: Intra_16x16_Vert_Left,

Mode 8: Intra_16x16_Hor_Up.
The prediction procedures of the above 5 modes are similar to the 5 corresponding Intra_4x4 prediction modes except for the different scale.
4.3.3 Multiple Model Karhunen-Loeve Transform (MMKLT)

For luma intra prediction errors, we use MMKLT instead of current DCT in H.264/AVC. In MMKLT, there are three transform classes, denoted as {T0}, {T1}, and {T2}, and each class contains several transform matrices depending on the prediction modes for Intra_4x4, Intra_8x8, and Intra_16x16 except the DC mode (mode 2). In other words, there are (3*(9-1)) = 24 4x4 transform matrices, 3*(9-1) = 24 8x8 transform matrices, and 3*(9-1) = 24 16x16 transform matrices. All the transform coefficients are off-line trained. They are all fixed numbers and do not change throughout the encoding or decoding process. In an Intra MB (Intra_4x4 or Intra_8x8 or Intra_16x16), a syntax element (SE) indicating MMKLT class type is conveyed. Suppose the current Intra MB possesses the MMKLT class type t, which can be 0, or 1, or 2, then a block (with size of 4x4, 8x8 or 16x16) in this MB with prediction mode m not equal to 2 should utilize the transform Tt(m). As for a block with the prediction mode 2, it should use the normal DCT as in H.264/AVC.
4.3.4 Context dependent mode representation (CDMR)

We define the intra-prediction modes of the neighboring blocks to the left and to the top of the current block as the ‘context’. As depicted in figure 1, the context can be denoted as (MA, MB). If block A or B does not exist or is not coded in intra-mode, MA or MB is set to ‘9’. Two tables, denoted as 
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 is equal to the number of valid prediction modes in the context (MA, MB). PT records the occurrence frequency of each mode in a descending order, MT records the corresponding modes, and C selects the binarization method. In other words, mode MT[i] takes the ith largest occurrence frequency, which is recorded as PT[i]. When mode MT[i] is transmitted, i is the coding word.
4.4 JCTVC-A118 (Microsoft)

The line-/pixel-based coding modes are to improve the coding of intra-frame or the intra-block in P- or B- frames. Besides traditional intra coding, our intra coding scheme adds two modes ¨C line-based coding mode and pixel-based coding mode. They all aim to achieve a better prediction than the block-based prediction. In this scheme, each line of the current block is coded and reconstructed as a basic unit. Here a line can be a row or a column. For each line, the surrounding reconstructed pixels are used to predict the pixels. After the prediction, a 1-D transform may be applied to the residue. There are three to four overhead bits to indicate several encoding methods for each 4x4, 8x8 or 16x16 block. The first overhead bit determines the coding order. There are two coding orders for one block ¨C row-by-row coding or column-by-column coding. In the row-by-row coding, the first row of the current block is coded and then reconstructed. The reconstructed of the 1st row can be used to predict the second row. The process goes until all rows of the current block are coded. The column-by-column coding is similar. The difference is that the coding is performed on each column of the block. The second and third overhead bits determine the prediction method for the current line. Using the row-by-row coding case as an example, figure 2 illustrates the prediction structure. Basically there is a training window, in which the current block is the bottom-right coder. Based on all the reconstructed pixels within the training window, the prediction of the current row is generated.

There are three prediction methods ¨C local training (LT), predefined directional filter (PDF) and template matching (TM). In the LT method, the neighboring 5 pixels are used to predict a pixel in the current line. In such a case, the prediction is a linear combination of those five pixels. The weights of those five pixels for the predictions of all the pixels in the current line are the same. The weights of the linear combination are got by minimizing the prediction errors on the training data, i.e., to train a Wiener filter based on all training data in the training window. Each line has a set of independent weights. The second prediction method is PDF. In the PDF method, ten neighboring pixels are used. Similar to the LT method, all sets of reconstructed pixels in the training window are used as training data. The filter which provides the best prediction performance on the training data is selected as the filter to predict the current line. Thus, the filter selection is totally determined by the surrounding reconstructed pixels. There is no need to send overhead to indicate which filter is used for each line. The third prediction method is template matching (TM). In TM, the reconstructed pixels surrounding each line are used as its template. The prediction for the current line is obtained by matching its template and that of reconstructed lines in the reconstructed area. Multiple candidate lines with their templates best match that of the current line, under the MSE criterion, are averaged as the prediction for the current line.

The last overhead bit indicates whether a 1-D DCT is applied to the prediction residue or not. If a transform is used, the quantization process thereafter is applied on the transform coefficients. Otherwise, the residue is quantized directly. Once all lines within the current block are predicted, quantized and reconstructed, the quantized coefficients in the block are scanned into a one dimensional buffer before entropy coding. If the transform is performed, the DC coefficients are scanned first, followed by AC coefficients. Otherwise, the quantized residues are simply scanned line by line. To adapt to the statistics of coefficients for the two cases, two separate sets of context models are set for them in the entropy coding stage.

The pixel-based coding mode is similar to the line-based coding mode. Within a 4x4 block, the pixels are coded one by one. The surrounding reconstructed pixels are used to predict the current pixel to be coded. After the prediction, no transform is applied and a quantization process is directly performed on the residue. One a pixel is coded, it can be reconstructed and help the coding of the following pixels.

Since there is no transform, there are only two overhead bits for one block in this mode. One indicates the coding order, which can be row-by-row or column-by-column. The other indicates the prediction method for the current pixel, which can be LT or PDF.
4.5 Participants

	Participant
	Contact
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5 Subtest TE6.b: Edge based Intra Prediction 

5.1 JCTVC-B109 (Sony)

Image signal prediction in an arbitrary direction has already been included in TMuC. The algorithm described here  describes a method for efficient encoding of prediction mode signal. . 
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To encode an image block, the well-know Sobel operators 
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are first applied to its (available) neighboring pixels (as illustrated in Figure 1) to obtain the image gradient vectors. For each pixel, the edge direction is obtained by taking the perpendicular direction to its gradient vector. Then, the edge directions that do not cross the boundary of the block to be coded are discarded as non-relevant edges (see also Figure 1). The decision whether an edge goes across the block is efficiently made by exploiting a lookup table. This look-up table contains the minimum and maximum possible slopes for each neighboring pixel as shown in Figure 1 for one location. Moreover, the norms of the gradient vectors are computed and compared to a threshold. Weak gradients are considered as noise and do not contribute to the direction detection.

Edge direction vectors commonly are not perfectly aligned. Therefore, finding the best prediction direction with a high precision using the edge direction vectors is not a trivial task. Simple averaging of the vectors performs poorly. An analytical method has been developed to derive the dominant edge direction with low complexity and high accuracy. The derived dominant edge direction is denoted in 
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 is allowed to be adjusted by an angle of 
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 is used as the true prediction direction. The amount of direction adjustment 
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 is determined by the encoder and signaled to the decoder as side information.

On top of the new directional prediction modes, a one bit flag is signaled to the decoder to identify whether it should use the new prediction or keep the AVC prediction modes for the current block. In the case of AVC mode no change has been made in signaling of the modes. Nonetheless, the computation of the most probable mode may be different as the neighboring blocks may be predicted using one of the new modes.

Since the decoder can derive the dominant edge direction from the reconstructed neighbors, it can obtain the same prediction as the encoder and hence stays in synchronization with the encoder.

5.2 Participants
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6 Subtest TE6.c: Parallel Intra Coding 

6.1 JCTVC-B112 (Sharp Labs. of America)

The goal of the parallel prediction unit is to define a group of pixels that are intra-coded, and where the intra-coding may be done in a parallel fashion has been designed to take advantage of the available edge information in the reconstructed neighborhood of the block to be coded. Using an intra-4x4 prediction strategy, we chose to partition the sixteen 4x4 blocks in Fig. 1(b) into two sets of blocks.  Each of these partitions contained eight blocks, and we used a checker-board arrangement such as shown in Fig. 1.  In the Figure, blocks in the first set are shown with shading, while blocks in the second set are shown in white.
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With the partitioning in Fig. 1, we then defined that all blocks in a single partition be processed in parallel.  This meant that the eight blocks in the first partition were predicted and refined without reference to each other (or blocks in the second partition).  Blocks in the second partition were also predicted and refined without reference to other blocks in the second partition.  In all cases, a block could use the pixel values from neighboring macro-blocks for intra-prediction.

By employing the partitioning strategy, we achieved a direct increase in parallelism.  This parallelism is shown graphically in Fig. 2.  As can be seen in the Fig., "normal" intra-4x4 prediction requires 16 sequential steps while our partitioning approach results in only two sequential steps.  This is an increase in parallelism by a factor of 8x.  In general, the increase in parallelism is N/2, where N is the number of blocks within the macro-block.  
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To predict the first set of blocks, we used pixel values from the upper and left macro-block boundaries.  For example, to predict block '13' in Fig. 1, we used reconstructed pixel values from the block above block '5' and the block to the left of block '8'.  With this definition, it was sufficient to conceptualize the prediction process as the same as that in ITU-T H.264/MPEG-4 AVC. 

Following the prediction of first set of blocks, we then added any transmitted residual to the predicted value to generate a reconstructed first set of blocks. After reconstructing the first set of blocks, we proceed to predict the second set of blocks.  As mentioned before, these blocks are predicted in parallel and use the reconstructed pixel values from blocks in the first partition. 

In the system, the second partition used any neighboring pixel values from the reconstructed, first partition.  For example, consider the block labeled '3' in Fig. 1.  This block has top, bottom, left and right neighbors labeled '1', '2', '6' and '9', respectively.  These neighboring pixels are shown in Fig. 3, where p(y,x) denotes the pixel at row y and column x.  As can be seen from the Figure, the current block has both spatially causal and spatially non-causal pixel neighbors.

[image: image29.png]X|a|B|cCc|D

I |PO,0|FO,D|PO,Z) (FO,3)

T |PCLOFCLDP(LZ | F(L3)

K |FQO|FED|PED (F23H

FGa.D





Fig. 3. - Block with four surrounding neighbor blocks.  Note the pixels AA-DD, II-LL, X2 and X3 are spatially non-causal from the block pixels P().

With the additional right and bottom neighbors, we defined prediction directions that employed combinations of the right and bottom neighbors, as well as the neighbors to the left and above.  As one step, we choose to support the prediction modes from ITU-T H.264/MPEG-4 AVC – but with modifications for the additional pixels.  Specifically, we used the bottom neighbor (when available) for the "Horizontal Up" mode, and the right neighbors (when available) for the "Diagonal Down Left" and "Vertical Left" modes.  These modes were previously shown in Fig. 1(c).

In addition to supporting traditional intra-prediction modes, we also defined additional prediction directions for further coding efficiency improvement. Specifically, we constructed the modes shown in Fig. 4.  These are simply rotated versions of the modes shown in Fig. 1(c), and we supported using them explicitly and also in a weighted combination with the previously introduced modes.  For example, the vertical mode (Mode 0) can be combined with the rotated vertical mode (Mode 9).  For the weighted combination, we used weights that were proportional to the distance between each predicted pixel and the top/bottom and left/right neighbor.  This was expressed as
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where w denotes the weight and may be a fractional number, and p1(y,x) and p2(y,x) denote the predicted values using the first mode and a second mode, respectively.

	 SHAPE  \* MERGEFORMAT 



	Mode
Name of Mode
9
Vertical 2
10
Horizontal 2
11
DC 2
12
Diagonal Down Left 2
13
Diagonal Down Right 2
14
Vertical Right 2
15
Horizontal Down 2
16
Vertical Left 2
17
Horizontal Up 2



Fig. 4 - Additional intra prediction modes introduced in the proposed technique.
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(b) Sub-block size = 4x4
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(a) Sub-block size = 8x8
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Fig. 1 - Illustration of partitioning a macro-block into two sets of blocks for parallel intra prediction.  Blocks denoted with shading are assigned to the first partition; blocks shown in white are assigned to the second partition.








��


                   (b)


Fig. 2 - Processing order for the 4x4 blocks within a 16x16 intra-predicted macro-block using (a) traditional intra-prediction structure and (b) the proposed intra-prediction structure.  Notice that with the proposed intra-prediction structure 8 blocks are predicted in parallel and result in only two sequential steps.  By contrast, the dependencies in the traditional structure require 16 sequential steps.
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