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_____________________________
Abstract

This document proposes an approach for the development of the HEVC Test Model (TM).   Our goal is to accelerate the process of evaluating and developing the HEVC standard in a constructive way.   As a first step, we propose defining a “reference configuration” of the TMuC software by the conclusion of the Geneva meeting.  This “reference configuration” would include only one tool for each, significant functionality.  As a second step, we propose to evaluate additional tools by comparison with this “reference configuration”.  Our goal is to simplify the implementation of remaining tools, as well as other tools, into common software for evaluation.  Finally, we propose to put more focus on the encoder description during the editing of the TMuC document, with the goal of ensuring a fair evaluation of coding tools.

1 Introduction 
This document proposes an approach for the development of the HEVC Test Model (TM).  The proposal consists of three major components – first, we propose to define a “reference configuration” of the TMuC software.  Second, we propose to test additional tools relative to this “reference configuration”.  Finally, we propose to focus on the encoder description during future editing work.

2 Defining reference configuration of TMuC
The first component of our proposal is to establish a “reference configuration” of the TMuC software.  Our motivation is a desire to have a stable, common code base to allow tools in the TMuC, as well as additional proposed tools, to be tested and validated.  This “reference configuration” shall follow a “one tool for each, significant functionality” approach and created by configuring the TMuC software that is available by the end of the Geneva meeting. A recommended “reference configuration” of the TMuC is provided in appendix.

We propose that tools included in the “reference configuration” be validated and related software/anchor data made available within a month after the Geneva meeting.  We, the companies on the contribution list, are committed to provide resources to validate this “reference configuration”, and make data available in the agreed time period, if our proposal is adopted.  In parallel, we propose that the “reference configuration” be used for evaluation of other tools, including new tools, at the next meeting.  We assert that this will accelerate the TMuC software integration process.
3 Test Model Procedure
The second component of our proposal is a procedure for test model development.  The proposal is as follows:
1. By the end of the Geneva meeting, select a “reference configuration” for the TMuC software using a “one tool for each, significant functionality” philosophy.  Additionally, define common test conditions and attain agreement on the validation process.
2. Validate tools in the TMuC “reference configuration” and make anchor data available within one month after the Geneva meeting.  This software will serve as common software for core/tool experiments.  
3. Evaluate all other tools compared to the “reference configuration”. Note that tools in the “reference configuration” need to be evaluated too based on the formal validation process before they can be considered for test model adoption.
4. In future meetings, tools considered for inclusion in the “reference configuration” follow the formal validation process that is based on the metrics of coding efficiency gain, complexity reduction, throughput improvement, or improved visual quality.  Proponents have the obligation to report tool by tool coding efficiency and complexity analysis, as well as results on how the proposed tool interacts with other tools. Moreover, results shall be cross-checked by independent 3rd parties before being included into the “reference configuration” (or, eventually, test model).  
4 Test Model Description
The third component of our proposal relates to the editing of the TMuC document.  Currently, the text of the TMuC specifies the syntax, semantics and decoder process, but it does not describe how the encoder is implemented.  We request that the editing process put more focus on the encoder description.  Examples include descriptions of the motion estimation, mode decision, forward and backward quantization, transform, intra-prediction, inter-prediction and in-loop de-blocking filter.  Our concern is that different encoding methods, or encoder tricks, may be implemented in different tools.  This will make the fair comparison of tools more difficult.  We understand that this may be a separate document in addition to the current TMuC text.  
5 References

1. JCT-VC, “Test Model under Consideration”, JCTVC-A205, Joint Collaborative Team on Video Coding meeting, 15-23 April 2010, Dresden, Germany. 
2. JCT-VC, TMuC-0.1 Reference Software, https://hevc.hhi.fraunhofer.de/svn/svn_TMuCSoftware/tags/0.1/  and http://hevc.kw.bbc.co.uk/git/w/jctvc-tmuc.git. 
6 Appendix: Recommended reference configuration for TMuC

We request that the “reference configuration” of the TUuC be a written output document at this meeting, to specify the tools included in the “reference configuration”: and avoid ambiguity. We recommend the “reference configuration” as listed in the table below.  
	Function block
	Recommended setting
	Remark

	Block partitioning
	QT-based hierarchical CU/PU/TU structure, up to 64x64 
	

	Intra coding
	4x4/8x8 AVC 9 modes intra prediction

16x16/32x32/64x64 Angular predictions

2D DCT transforms up to 32 x 32
	Not clear how to turn on those tools in TMuC  Cfg file, not clear about how to turn off MDDT

	Inter coding
	1/4 pel MV with DCT-based interpolation filter (DIF) 

2D DCT transforms up to 32 x 32 
	

	Quantization
	AVC
	

	De-blocking filtering
	Low complexity de-blocking (TENTM based) 
	Cannot select particular de-blocking filter mode in the TMuC Cfg file  

	Adaptive loop filter
	ALF (Qualcomm based) 
	Not clear what are the right settings in the TMuC Cfg file for this algorithm

	Entropy coding
	PIPE/V2V
	

	Others
	IBDI
	


Example configuration file: mapping our recommended “reference configuration” to TMuC high coding efficiency, random access configuration
Note that the following configuration does not necessary exactly match the recommended “reference configuration” listed in the table above, rather it shows an example that it has difficulty to map the chosen settings to the TMuC configuration file.
#======== File I/O =====================

InputFile                     : d:\test\origcfp\RaceHorses_416x240_30.yuv

BitstreamFile                 : str.bin

ReconFile                     : rec.yuv

FrameRate                     : 30          # Frame Rate per second

FrameSkip                     : 0           # Number of frames to be skipped in input

SourceWidth                   : 416         # Input  frame width

SourceHeight                  : 240         # Input  frame height

FrameToBeEncoded              : 9           # Number of frames to be coded

#======== Unit definition ================

MaxCUWidth                    : 64          # Maximum coding unit width in pixel

MaxCUHeight                   : 64          # Maximum coding unit height in pixel

MaxPartitionDepth             : 4           # Maximum coding unit depth

QuadtreeTUFlag                : 1           # Use quadtree-based TU coding

QuadtreeTULog2MaxSize         : 5           # Log2 of maximum transform size for 

                                            # quadtree-based TU coding (2...6)

QuadtreeTULog2MinSize         : 2           # Log2 of minimum transform size for 

                                            # quadtree-based TU coding (2...6)

#======== Coding Structure =============

IntraPeriod                   : 32          # Period of I-Frame ( -1 = only first)

GOPSize                       : 8           # GOP Size (number of B slice = GOPSize-1)

RateGOPSize                   : 8           # GOP size used for QP assignment

NumOfReference                : 2           # Number of reference frames

NumOfReferenceB_L0            : 1           # Number of reference frames for L0 for B-slices

NumOfReferenceB_L1            : 1           # Number of reference frames for L1 for B-slices

HierarchicalCoding            : 1           # Hierarchical B coding ON/OFF

LowDelayCoding                : 0           # Low-delay coding structure

GPB                           : 0           # Replace P-slice by B-slice using two same directions

QBO                           : 0           # Reference reordering to make Skip refer 

                                            # better quality reference

NRF                           : 0           # Mark non-reference for highest temporal layer
BQP                           : 0           # Use hier-B style QP assignment for hier-P structure

#=========== Interpolation Filter =============

InterpFilterType              : 0           # 0: DCT-IF, 1: 4-tap MOMS, 2: 6-tap MOMS, 3: DIF
DIFTap                        : 12          # Number of filter taps for DCT-IF (4, 6, 8, 10, 12)

#=========== Motion Search =============

FastSearch                    : 1           # 0:Full search  1:EPZS 

SearchRange                   : 64          # (0: Search range is a Full frame)

HadamardME                    : 1           # Use of hadamard measure for fractional ME

FEN                           : 1           # Fast encoder decision

#======== Quantization =============

QP                            : 32          # Quantization parameter(0-51)

MaxDeltaQP                    : 0           # CU-based multi-QP optimization

DeltaQpRD                     : 0           # Slice-based multi-QP optimization

RDOQ                          : 1           # RDOQ

#=========== Entropy Coding ============

SymbolMode                    : 2           # 0:CAVLC, 1:CABAC, 2:PIPE, 3:V2V with load balancing 

                                            # (only 1..3 supported, CAVLC implementation is not completed)

MultiCodewordThreshold        : 96000       # Threshold for multi-codeword coding 

                                            #(for SymbolMode 0 and 1; 0->always single codeword)

MaxPIPEBufferDelay            : 4096        # max buffer delay in bits (0:no limit, >=64:down-rounded to 

                                            # next unit of 64 bits [8 Bytes], 0<x<64: NOT SUPPORTED)

                                            # only applies if (SymbolMode = 2 and MultiCodewordThreshold = 0)

BalancedCPUs                  : 8           # number of CPUs in V2V (SymbolMode = 3)

#=========== Deblock Filter ============

LoopFilterDisable             : 0           # Disable loop filter in slice header (0=Filter, 1=No Filter)

LoopFilterAlphaC0Offset       : 0           # Range: -26 ~ 26

LoopFilterBetaOffset          : 0           # Range: -26 ~ 26

#=========== Misc. ============

BitDepth                      : 8           # Source bit-depth (should be 8 now)

BitIncrement                  : 4           # Increased bit-depth

#=========== Coding Tools =================

CIP                           : 0           # Combined intra prediction       (0: OFF, 1: ON)

ROT                           : 0           # Rotational transform            (0: OFF, 1: ON)

AIS                           : 0           # Adaptive intra smoothing        (0: OFF, 1: ON)

MRG                           : 0           # Merge mode                      (0: OFF, 1: ON)

IMP                           : 0           # Interleaved motion vector predictor
ALF                           : 1           # Adaptive loop filter  (0: OFF, 1: ON)?
ALFSeparateTree             : 0           # Separate quadtree for ALF

ALFSymmetry                  : 1           # ALF symmetry (0:unsymmetric, 1:symmetric)

ALFMinLength                 : 7           # Min. ALF filter length (must be odd and >= 3)

ALFMaxLength                 : 9           # Max. ALF filter length (must be odd and > ALFMinLength)

#GRefMode                    : w           # generated reference mode (w = scale+offset, o=offset)
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