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Abstract

Motion Compensated Prediction (MCP) has been a key factor in almost all advanced video compression schemes. For further reduction in the residual signal energy in B-frames, bidirectional prediction where two motion-compensated signals are superimposed has also been utilized in most prior video coding standards such as MPEG-2 and MPEG-4/AVC. In this document, we introduce a novel motion vector prediction that allows efficient use of multiple MCPs. In addition, we propose appropriate syntax changes to support this multi-parameter MCP scheme. The prediction signal is simply constructed by linearly combining the motion-compensated signals from each parameter. 

1 Introduction 

Motion compensation with fractional-per accuracy requires interpolation of the reference image. Interpolation filters play an essential role in the construction of a good prediction and thus efficient compression of the video signal. Various fixed and globally adaptive interpolation filters have been introduced in the literature. However, different parts of the image may require different interpolation filters due to the strength, location, and direction of the edges or different types/amount of blur. Combination of different fixed interpolation filters can provide adaptation to local characteristics of the video signal. The proposed syntax changes and motion vector predictions are designed specifically to enable locally adaptive interpolation with the proper combination of existing interpolation filters. Details of the proposed algorithm are described below.
2 Algorithm Description

For a block or Prediction Unit (PU), we allow up to 
[image: image1.wmf] motion vectors per list. 
[image: image2.wmf] is a pre-define fixed number which is hard-wired into the decoder. The prediction signal is constructed by a linear combination of the MCP from each motion vector. To simplify the encoder motion search and allow a better prediction of the motion vectors, we restrict all motion vectors of the same list to be from one reference frame. The proposed syntax changes and motion vector prediction the case of one-list prediction (prediction in P-Slices) is described below. In the case of B-pictures where two lists (forward and backward) are generally present, each list uses the described syntax separately.
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Figure 1. Syntax changes to signal multiple motion vectors (single list case).

Let 
[image: image4.wmf] be the current motion vector predictor, i.e., the spatial or temporal motion vector predictor for the block to be coded. Furthermore, let 
[image: image5.wmf], 
[image: image6.wmf], be the set of all motion vectors selected for the current block (for a non-skip block). In addition, let 
[image: image7.wmf] to be the position of the 
[image: image8.wmf] motion vector when written to the bit stream. In other words, 
[image: image9.wmf] is a permutation of the set 
[image: image10.wmf] which determines the order in which motion vectors of the current block are written into the bit stream. Then, the motion vector differences are calculated according to
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where 
[image: image12.wmf] and 
[image: image13.wmf]. 

Once motion vector differences are computed, then they are encoded into the bit stream in the following way: first the index of the reference frame that these motion vectors point to is coded in the bit stream. This is followed by the first motion vector difference 
[image: image14.wmf]. Then, a one bit flag is added to signal to the decoder whether this motion vector difference is the last one or more motion vector differences will follow. In the latter case a 
[image: image15.wmf] is transmitted to signal the existence of next motion vector difference.  The second motion vector difference is then binarized and coded into the bit stream. This process continues until 
[image: image16.wmf] is coded. If 
[image: image17.wmf], a 
[image: image18.wmf] is transmitted to indicate the termination of the motion vector parsing process to the decoder. Otherwise, no extra bits are transmitted and the decoder terminates the parsing process due to prior knowledge of the maximum number of motion vectors. Figure 1 demonstrates this process for the case of 
[image: image19.wmf]. Note that since the motion vectors are sequentially predicted, the number of bits to transmit the entire set 
[image: image20.wmf]  depends on the permutation 
[image: image21.wmf] as well as the spatial/temporal predictor 
[image: image22.wmf].
The coding of the last MV difference flags (see Fig. 1) employs several new contexts in CABAC. The first flag which appears after the first MV difference employs three contexts based on the same flag in the spatial neighbors (top and left blocks) of the current block. The rest of the flags share one context.
3 Experiments
The proposed algorithm has been implemented in the JCTVC-124 software with 
[image: image23.wmf]. Motion vectors of a block are always jointly optimized. Since the order of the motion vectors also has an impact on the RD cost, the best order of the MVs has to be selected for improved performance. In JCTVC-124 software, the maximum Coding Unit (CU) size is set to 64 with a depth of 4, and the internal bit-depth increase is 4. The following additional tools are used in the experiments: Arbitrary Intra Direction (ADI), DCT-based interpolation filter (DIF) with 12 taps for luma and 6 taps for chroma, and Rate-Distortion Optimized Quantization (RDOQ). Other tools are turned off unless specified. Five different QPIs (22, 26, 30, 34, 38) are considered (QP for the first Intra picture) to compute the average bit rate reduction for the low and high bit rate ranges. QPP (QP for P-Slices) is set to QPI+1. Approximately two seconds of video is considered for all tested sequences. The exact number of frames is reported in Table 1. The bit rate savings resulted from the proposed scheme for various resolutions and test sequences are listed in Table 2.

Table 1. Sequences and frame numbers used in experiments.

	Class
	Sequence
	StartFrame
	FramesToBeEncoded



	B1
	Kimono
	116
	49

	
	ParkScene
	0
	49

	B2
	Cactus
	0
	97

	
	BasketballDrive
	0
	97

	
	BQTerrace
	0
	129

	C
	BasketballDrill
	0
	97

	
	BQMall
	0
	129

	
	PartyScene
	0
	97

	
	RaceHorses
	0
	65

	D
	BasketballPass
	0
	97

	
	BQSquare
	0
	129

	
	BlowingBubbles
	0
	97

	
	RaceHorses
	0
	65

	E
	Vidyo1
	0
	129

	
	Vidyo3
	0
	129

	
	Vidyo4
	0
	129


Table 2. Average bit rate reduction of various test sequences/resolutions.

	Sequence/Resolution
	BD rate Low%
	BD rate High%

	Class E
	Vidyo1
	-8.26
	-14.57

	
	Vidyo3
	-8.93
	-13.34

	
	Vidyo4
	-8.59
	-15.30

	Class E average
	-8.59
	-14.40

	Class D
	Basketball Pass
	-5.35
	-5.88

	
	Blowing Bubbles
	-2.83
	-4.21

	
	BQ Square
	-12.86
	-14.12

	
	Race Horse
	-2.64
	-2.91

	Class D average
	-5.92
	-6.78

	Class C
	Basketball Drill
	-6.20
	-6.86

	
	BQ Mall
	-7.40
	-9.44

	
	Party Scene
	-4.94
	-7.19

	
	Race Horse
	-4.47
	-5.26

	Class C average
	-5.75
	-7.19

	Class B
	Basketball Drive
	-8.56
	-10.62

	
	BQ Terrace
	-34.36
	-25.15

	
	Cactus
	-7.67
	-10.79

	
	Kimono
	-4.18
	-5.83

	
	Park Scene
	-5.18
	-5.78

	Class B average
	-11.99
	-11.63

	AVERAGE
	-8.28
	-9.83


4 Conclusions
The proposed method shows a significant coding gain with a marginal increase in decoder complexity. For example for the case of 
[image: image24.wmf], the decoding complexity of P-Slices will be no more than that of B-Slices in AVC. Nonetheless, the encoder complexity depends on the number of motion vectors and the employed joint motion vector optimization algorithm. 
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