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Abstract

This contribution proposes a method named Second Order Prediction (SOP) [1][2][3][4] to exploit remaining spatial correlation of motion-compensated prediction residue by using intra prediction. The experiments results show that SOP can achieve on average 1.47% BD bit-rate saving for IbBbBbBbP coding structure and 2.03% for IPPP coding structure. 

.
1 Second Order Prediction Process
This process is invoked for macroblock which is indicated as a SOP macroblock.

Inputs to this process are reconstructed samples of current frame prior to the deblocking filter process, reconstructed samples of reference frame, and decoded motion vectors of current macroblock.

Outputs of this process are constructed samples prior to the deblocking filter process.
1) Derivation Process for Reference Residue of the Second Prediction

Inputs to this process are constructed samples of current frame prior to the deblocking filter process, constructed samples of reference frame, and decoded motion vectors of current macroblock.

Outputs of this process are reference of first-order residue (RFR).

Assuming that the position of the upper-left corner of current block is (x, y) in current slice, the positions of the neighboring pixels for the second prediction is the blue shaded area in Figure 1. Values of reference neighboring residue for an mxm (m=4 or 8) first-order residual block should be generated with the following procedure:

a) get reconstructed pixel values Rn (indicated as blue shaded area in Figure 1) in the current slice, 
Rn (x+dx, y+dy), where 

dx is integer within [-1, 2*m-1] when dy = -1, and 

dy is integer within [-1, (m-1)] when dx = -1;
b) get reconstructed pixel values Rn-l (indicated as black shaded area in Figure 1) in temporal reference slice,

Rn-l (x+dx+mvx, y+dy+mvy), where 

dx is integer within [-1, 2*m-1] when dy = -1, and 

dy is integer within [-1, (m-1)] when dx = -1, and 


(mvx, mvy) is the motion vector of the current block;
c) get the reference first-order residue RFR (indicated as purple shaded area in Figure 1),

RFR(x+dx, y+dy) = Rn (x+dx, y+dy) - Rn-l(x+dx+ mvx, y+dy+ mvy).


[image: image1.emf]RFR

Second Order Residue form 

Bitstream 

Current Frame

Reconstructed Reference Frame

R

n-l

R

n

(mv

x

, mv

y

)

(x, y)

(x+mv

x

, y+mv

y

)

-

+

Residue Prediction

Prediction Value

Reconstructed Value


Figure 1. Decoding process of SOP
2) The Second Prediction
Inputs to this process are reference first-order residue RFR and second order prediction mode.
Outputs of this process are prediction values of first-order residue, PFR.
The second prediction in SOP may take 4x4 block or 8x8 block as its prediction unit. Nine 4x4 intra prediction modes of H.264/AVC Baseline profile and nine 8x8 intra prediction modes of H.264/AVC High profile can be used as second prediction modes. All 4x4 or 8x8 blocks within one macroblock partition (from 8x8 to 16x16) have the same second prediction mode. The derivation process of second prediction mode will be specified in the following part.
PFR can be derived from RFR by using a specific second prediction mode, which is defined in Section 8.3.1.1 and 8.3.2.1 of H.264/AVC standard. Figure 1 gives an example when the derived second prediction mode is diagonal down left.
3) Derivation of Reconstructed Samples
Inputs to this process are first-order residue prediction, decoded second order residue, and Motion-compensated prediction values.

Outputs of this process are reconstructed samples.
The values of constructed samples are derived by:

Reconstructed sample(x, y) = 
Rn-l (x+mvx, y+ mvy) + PFR(x, y) + Second-Order Residue (x, y)
4) The Syntax of Second Order Prediction
There are three syntax elements added in the macroblock layer for SOP: sop_flag, pred_sp_mode_flag and rem_sp_mode.

a) sop_flag

sop_flag is used to indicate the usage of SOP technique at macroblock level.
b) Mode indicator of the second prediction

The following procedure explains the decoding of the second prediction mode:

1) Directional operator is applied on the motion compensated prediction values of the current partition to get the most probable second prediction mode.

2) If the pred_sp_mode_flag is set, the second prediction mode of the current partition is equal to the most probable second prediction mode; otherwise, an additional 3 bits or 3 bins should be parsed from the bit stream to obtain rem_sp_mode, which indicates the second prediction mode among the rest 8 intra mode other then the most probable mode. The parsing procedure of rem_sp_mode is the same as that of intra prediction mode in H.264/AVC.

When a macroblock is indicated as a SOP macroblock, transform_size_8x8_flag is always presented in the bitstream. In the SOP macroblock, transform_size_8x8_flag not only indicates transform size but also the second prediction block size.
2 Simulation Results
Experimental results of SOP are conducted based on Joint Call for Proposals on Video Compression Technology (constraint set 1) [5]. The encoder configurations are as follows: 

JM11.0 KTA2.6r1
· Conformance with High Profile
· Coding Structure
· Hierarchical B pictures IbBbBbBbP and IPPP coding structure – each picture uses at most 4 reference pictures in each list for inter prediction

· Open GOP structuring with an Intra picture every 24, 32, 48 and 64 pictures for 24 fps, 30 fps, 50 and 60 fps sequences, respectively

· num_reorder_frames = 3 ("GOP length 8") 

· max_ref_frames = 4

· QP scaling: QP (I picture), QP+1 (P picture), QP+2 (first B layer), QP+3 (second B layer), QP+4 (third B layer)
· IPPP coding structure – each picture uses at most 4 reference pictures in each list for inter prediction

· CABAC, 8x8 transforms enabled

· Flat quantization weighting matrices

· RD Optimization enabled

· RDOQ enabled (fast mode, NUM=1)

· Adaptive rounding disabled

· Weighted prediction enabled

· Fast motion estimation (range 128x128)
· Number of frames: first 100 frames (Kimono use the last 100 frames)
· The QP values as used in [6] will be used.
SOP Coding Efficiency
Table 1. Test Result of SOP 
	test sequences 
	SOP BD-rate saving [7] (%) 

	
	IbBbBbBbP
	IPPP 

	Class　　B 
	BasketballDrive 
	-1.71 
	-2.70 

	
	Cactus 
	-2.52 
	-3.16 

	
	Kimono 
	-0.91 
	-1.63 

	
	ParkScene 
	-0.14 
	-0.77 

	
	average B 
	-1.32 
	-2.07 

	Class　　C 
	BasketballDrill 
	-3.07 
	-2.84 

	
	PartyScene 
	-1.22 
	-1.20 

	
	RaceHoreses 
	-0.73 
	-1.09 

	
	BQMall 
	-1.46 
	-1.32 

	
	average C 
	-1.62 
	-1.61 

	Class E 
	vidyo1 
	NA 
	-2.59 

	
	vidyo3 
	
	-2.37 

	
	vidyo4 
	
	-2.28 

	
	average E 
	
	-2.41 

	Total average 
	-1.47 
	-2.03 


3 Conclusion

In this contribution, a Second Order Prediction (SOP) scheme is proposed to enhance the coding efficiency of H.264/AVC. The average bitrate saving can be on average 1.47% BD bit-rate saving for IbBbBbBbP coding structure and 2.03% for IPPP coding structure.
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