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Summary
The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its eleventh meeting during 12 – 17 Feb. 2015 at the ITU-T premises, Geneva, CH. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.13 of this document.

The meeting was mainly held in a “single track” fashion, with few breakout activities (as documented in this report) held in parallel. All relevant decisions were made in plenaries when one of the chairs was present.
The JCT-3V meeting sessions began at approximately 0930 hours on Thursday 12 Feb. 2015. Meeting sessions were held on all days except weekend days until the meeting was closed at approximately 1649 hours on Tuesday 17 Feb. 2015. Approximately 77 people attended the JCT-3V meeting, and approximately 54 input documents were discussed. The meeting took place in a collocated fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The primary goals of the meeting were to review the work that was performed in the interim period since the tenth JCT-3V meeting in producing

· 3D-HEVC Draft Text 6 (Study Text of ISO/IEC 23008-2 DAM4 – not for ballot)

· Test Model 10 of 3D-HEVC and  MV-HEVC, and associated software 

· Draft 5 of 3D-AVC Reference Software (ISO/IEC 14496-5:2001 FDAM35, for ballot) – was submitted shortly after the beginning of the 11th JCT-3V meeting
· Draft 2 of MFC plus Depth and Texture/Depth View Packing SEI Message (ISO/IEC 14496-10:201X DAM1 – for ballot)

· Draft of Texture/Depth View Packing SEI Message
· MFC+Depth Software Draft 1 (ISO/IEC 14496-5:2001 PDAM39, for ballot)

· MFC+Depth Conformance Draft 1 (ISO/IEC 14496-4:2004 PDAM45, for ballot)

· MV-HEVC Software Draft 2 (ISO/IEC 23008-5:200x PDAM2, for ballot)
· MV-HEVC and 3D-HEVC Conformance Draft 2 (ISO/IEC 23008-8:200x PDAM1, for ballot)
· MV-HEVC Verification Test Plan

Furthermore, the JCT-3V reviewed the results from two interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above.

The JCT-3V produced 11 particularly important output documents from the meeting (update):
· 3D-HEVC Draft Text 7 (Text of ISO/IEC 23008-2 FDAM4 for ISO/IEC ballot, and submitted for ITU consent)
· Test Model 11 of 3D-HEVC and  MV-HEVC, and associated software 
· Draft 5 of 3D-AVC Conformance (ISO/IEC 14496-4:2004 FDAM43, for ballot)

· 
· Draft 2 of Texture/Depth View Packing SEI Message
· MFC+Depth Software Draft 2 (ISO/IEC 14496-5:2001 DAM39, for ballot)

· MFC+Depth Conformance Draft 2 (ISO/IEC 14496-4:2004 DAM45, for ballot)

· MV-HEVC Software Draft 3 (ISO/IEC 23008-5:200x DAM2, for ballot)
· 3D-HEVC Software Draft 1 (ISO/IEC 23008-5:200x PDAM4, for ballot)

· MV-HEVC and 3D-HEVC Conformance Draft 3 (ISO/IEC 23008-8:200x DAM1, for ballot)
· MV-HEVC / 3D-HEVC Verification Test Plan
· Corrections to 3D-AVC (ISO/IEC 14496-10:2014 DCOR1, for ballot)
For the organization and planning of its future work, the JCT-3V established 7 "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next four JCT-3V meetings are planned for 20 – 26 June 2015 under WG 11 auspices in Warsaw, PL, during 17 – 21 Oct. 2015 under ITU-T auspices in Lucca, IT, during 22 – 26 Feb. 2016 under WG 11 auspices in San Diego, US, and during 27-31 May 2016 under ITU-T auspices in Geneva, CH.
The document distribution site http://phenix.it-sudparis.eu/jct3v/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-3V and all of its AHGs is jct-3v@lists.rwth-aachen.de. 
Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-3V are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

1.2 Meeting logistics

The JCT-3V meeting sessions began at approximately 0930 hours on Thursday 12 Feb. 2015. Meeting sessions were held on all days except weekend days until the meeting was closed at approximately 1649 hours on Tuesday 17 Feb. 2015. Approximately 77 people attended the JCT-3V meeting, and approximately 54 input documents were discussed. The meeting took place in a collocated fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

Information regarding preparation and logistics arrangements for the meeting had been provided via the email reflector jct-3v@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jct3v-site/2015_02_K_Geneva/.
1.3 Documents and document handling considerations

1.3.1 General

The documents of the JCT-3V meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct3v/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding … simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of contexts, number of context-coded bins, etc.) … "Decision (Compl.):"

This meeting report is based primarily on notes taken by the chairs and projected (if possible) for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp (http://wftp3.itu.int/av-arch/jct3v-site/) during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.

1.3.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Thursday, 5 Feb. 2015. Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Friday 6 Feb. 2015 were considered "officially late". 
Most documents in the "late" category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCT3V-K0063 and higher were registered after the "officially late" deadline (and therefore were also uploaded late). Some documents in the "K0063+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

Generally, the late document submission situation had improved relative to previous history.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical proposal contributions were classified as late either due to late upload or late registration:

· JCT3V-K0065 (a proposal on maximum number of direct and indirect reference layers) [uploaded 02-08]

· 
The following other documents not proposing normative technical content were classified as late:

· JCT3V-K0071 (a report about preparation of sequences for MV-HEVC verification testing) [uploaded 02-11]
· JCT3V-K0073 (a report about updates in the conformance streams of MFC plus depth) [uploaded 02-13]
The following cross-verification reports were classified as late either due to late upload or late registration: JCT3V-K0040 [uploaded 02-09], JCT3V-K0046 [uploaded 02-07], JCT3V-K0059 [uploaded 02-11], JCT3V-K0061 [uploaded 02-09], JCT3V-K0062 [uploaded 02-12], JCT3V-K0063 [uploaded 02-07], JCT3V-K0064 [uploaded 02-12], JCT3V-K0066 [uploaded 02-10], JCT3V-K0067 [uploaded 02-10], JCT3V-K0068 [uploaded 02-10], JCT3V-K0069 [uploaded 02-10], JCT3V-K0070 [uploaded 02-13], JCT3V-K0072 [uploaded 02-12].
The following document registration(s) were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCT3V-K0026. 
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

(the following cases did not happen in the current meeting)

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCT3V-K00XX (a contribution of ... , corrected ...)

· ...

A few documents had some problems relating to IPR declarations (missing or excess declarations of contributing companies), inconsistent filenames in the header etc. in the initial uploaded versions. These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs). In case of JCTVC-K00XX and ..., the first complete versions appeared only on 02-XX, such that this contribution was also flagged as “late”.
Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.3.3 Measures to facilitate the consideration of contributions

For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.3.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report (JCT3V-J1000), the 3D-HEVC draft text 6 (JCT3V-J1001), the MV-HEVC verification test plan v2 (JCT3V-J1002), the MV-/3D-HEVC test model 10 (JCT3V-J1003), Draft 5 of 3D-AVC Reference Software (JCT3V-J1005) (not submitted yet for ballot), Draft of Texture/Depth packing SEI (JCT3V-J1006), Draft 2 of MFC plus Depth (JCT3V-J1007), MV-HEVC and 3D-HEVC Conformance Draft 2 (JCT3V-J1008), MV-HEVC Software Draft 2 (JCT3V-J1009), 3D-HEVC Conformance Draft 1 (JCT3V-I1010), MFC plus Depth Software Draft 1 (JCT3V-J1011), and MFC plus Depth Conformance Draft 1 (JCT3V-J1012), which had been produced in the interim period, were approved. The ATM and HTM reference software packages produced by AHG3 and AHG4 on software development, and the software technical evaluations were also approved.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

1.4 Attendance

The list of participants in the JCT-3V meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.5 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Opening remarks

· Contribution document allocation

· Reports of ad hoc group activities

· Report of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on 3D video coding projects guidance

· Consideration of 3D video coding technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.6 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-3V and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-3V as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jct3v-site (JCT-3V contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-3v/index.html (JCT-3V general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.7 Software copyright disclaimer header reminder

It was noted that it is our understanding according to the practices of the parent bodies to make reference software available under copyright license header language which is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as e.g. recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software header is currently used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the 3D video standard(s) and for use as the basis of products to promote adoption of the technology. This is likely to require further communication with and between the parent organizations.
The ATM, HTM and MFC software packages that are used in JCT-3V follow these principles. The view synthesis software used for non-normative post processing is included in the HTM package and also has the BSD header.

1.8 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct3v/. Furthermore, the site http://ftp3.itu.int/av-arch/jct3v-site was used for distribution of the contribution document template and circulation of drafts of this meeting report.

Communication of JCT-3V is performed via the list jct-3v@lists.rwth-aachen.de (to subscribe or unsubscribe, go to https://mailman.rwth-aachen.de/mailman/listinfo/jct-3v). 
It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.9 Terminology

Note: Acronyms should be used consistently. For example, “IV” is sometimes used for “inter-view” and sometimes for “intra-view”. 

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AMVP: Advanced motion vector prediction.

· ARP: Advanced residual prediction.

· ATM: AVC based 3D test model
· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· B-VSP: Backward view synthesis prediction.

· CABAC: Context-adaptive binary arithmetic coding.

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted between two subsequent JCT-3V meetings and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CPB: Coded picture buffer.

· CTC: Common test conditions.

· DBBP: Depth based block partitioning.

· DC: Disparity compensation

· DDD: Disparity derived depth (which uses the motion disparity vector to reconstruct a certain block (PU) of the depth map)

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DLT: Depth lookup table.

· DMC: Depth based motion competition.

· DMM: Depth modeling mode.

· DPB: Decoded picture buffer.

· DRPS: Depth-range parameter set.

· DRWP: Depth-range based weighted prediction.

· DT: Decoding time.

· DV: Disparity vector

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· HRD: Hypothetical reference decoder.

· HTM: HEVC based 3D test model
· IC: Illumination compensation

· IDV: Implicit disparity vector
· IVMP: Inside-view motion prediction (which means motion for depth component is inherited from texture component motion) 
· IVRC: Inter-view residual prediction.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-3V).

· MPI: Motion parameter inheritance.

· MV: Motion vector.

· NAL: Network abstraction layer (HEVC/AVC).

· NBDV: Neighbored block disparity vector (used to derive unavailable depth data from reference view’s depth map) and DoNBDV = depth oriented NBDV
· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUT: NAL unit type (HEVC/AVC).

· PDM: Predicted Depth Map
· POC: Picture order count.

· PPS: Picture parameter set (HEVC/AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· RAP: Random access picture.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· REXT: Range extensions (of HEVC).

· RPS: Reference picture set.

· RQT: Residual quadtree.

· SAO: Sample-adaptive offset.

· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SDC: Segment-wise DC coding.

· SH: Slice header.

· SHVC: Scalable HEVC.

· SPS: Sequence parameter set (HEVC/AVC).

· TSA: Temporal sublayer access.

· Unit types: Needs change
· CTB: code tree block (synonymous with LCU or TB).

· CU: coding unit.

· LCU: (formerly LCTU) largest coding unit (synonymous with CTB or TB).

· PU: prediction unit, with four shape possibilities.

· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (synonymous with LCU – LCU seems preferred).

· TU: transform unit.

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-3V).

· VPS: Video parameter set.

· VS: View synthesis.

· VSO: View synthesis optimization (RDO tool for depth maps).

· VSP: View synthesis prediction.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.10 Liaison activity

The JCT-3V did not send or receive formal liaison communications at this meeting.

1.11 Opening remarks

· Status of previous meeting deliverables that need update

· J1007 is a 0-byte zip file

· J1005 not delivered yet

· J1009 has an MPEG header

· HEVC version 2 publication status: ITU-T published 20150112, ISO/IEC proof has been sent, 
· 3D-HEVC: Initial version to be delivered to ITU-T by Wednesday morning (this can be a differential version), but an integrated text will have to delivered within 6 weeks after the meeting. The FDAM to be submitted to ISO will need to be published in amendment style first, as a new edition could only be made in 2016 (this could be done together with SCC amendment). Some editing planned for the days after the meeting.
· Status of conformance and reference software in the different amending activities:

· MV-HEVC verification testing?

· Expected output docs: 
· 3D-AVC software/conformance/corrigendum
· 3D-HEVC final draft (FDAM/ITU consent)
· MFC+D draft (any changes? ITU consent in October)

· MFC+D software/conformance (DAM)
· MV-HEVC & 3D-HEVC conformance (DAM)
· MV-HEVC software (DAM)
· 3D-HEVC software (PDAM)
· MV-HEVC & 3D-HEVC test models

· verification test plan MV/3D-HEVC
1.12 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized as follows.
· AHG reports (section 2) (9)
· Project development and status (section 3) (3)

· CE1 and related: Improved depth coding (section 4.1) (11)
· CE2 and related: Illumination compensation complexity reduction (section 4.2) (5)

· AVC extensions (incl. software, conformance) (section 5) (4)
· HEVC extensions (section 6) (25)

· SEI messages (section 7) (3)
· Non-normative Contributions (section 8) (3)
· 
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

1.13 Scheduling planning

Scheduling: Generally meeting time was scheduled during 0900 – 2000, with coffee and lunch breaks as convenient. Ongoing refinements were announced on the group email reflector as needed.

Some particular scheduling notes are shown below, although not necessarily 100% accurate:

· Thursday, first day

· 0930-1300: Opening and AHG report review
· 1430-1950: Continuation AHG, 3D-HEVC improvements
· Friday, first day

· 1200-1330: Software migration work plan (G. Tech)

· 1430-2030: 3D-AVC, MFC+D, 3D-HEVC improvements cont., encoder improvements, SEI messages ..

· Further planning
· Sat/Sun no meeting
· Monday 1815-2030: Revisits, remaining docs, further planning, verification test plan
· Tuesday:

· 1030-1100 HTM 14 integration plan (G. Tech)
· 1115-1300 Review texture/depth SEI, review output documents (to be continued after lunch)
· 1400-1700 Document approvals, establishment of AHGs
2 AHG reports (9)
The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.

JCT3V-K0001 JCT-3V AHG Report: JCT-3V project management (AHG1) [J.-R. Ohm, G. J. Sullivan]

JCT3V-K0002 JCT-3V AHG Report: 3D-HEVC Draft and MV-HEVC / 3D-HEVC Test Model editing (AHG2) [G. Tech, K. Wegner, J. Boyce, Y. Chen, M. Hannuksela, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan]

Six versions of JCT3V-J1001 have been published by the AHG following the 9th JCT-3V meeting in Strasbourg. The last version has been submitted as study text to the MPEG secretariat.

All, but one, adoptions of the last meeting have been incorporated. Most of the changes have been minor modifications. Existing text has been revised and improved.

Changes (41) of JCT3V-J1001 relative to JCT3V-I1001 are: 

Merge candidate list (3)

· (3DN-18/JCT3V-J0059) A cleanup of the size derivation for 3D-HEVC merge candidate list Decision(BF): Adopt J0059 (text and software)

· (3DN-17/JCT3V-J0042) Simplification of depth merge candidate list Decision: Agreed to remove DDD as proposed in JCT3V-J0042 and JCT3V-J0030. This removes significant parts from the draft text and reduces implementation complexity.

· (3DN-16/JCT3V-J0039) Removal of redundant VSP candidates in Merge mode, Decision: Adopt J0039 method 2
DMM (2)
· (3DN-23/JCT3V-J0035) On Lookup Table Size Reduction for DMM1. Decision: Adopt JCT3V-J0035.
· (3DN-11/JCT3V-J0033) A cleanup of DMM index coding. Decision: Specify the valid range in the semantics of wedge_full_tab_idx.

Single depth mode (4)

· (3DN-14/JCT3V-J0053) Simplification on CABAC context models for single depth mode No action on changing the syntax element single_sample_idx to bypass coded Decision(BF/ed.): Various issue pointed out in this contributions need to be fixed, missing context tables, misalignment between text and software w.r.t. sequence of candidates processing, specification that single_sample_idx is a flag is missing.
· (3DN-13/JCT3V-J0052) Clipping for candidate index of single depth mode)

· (3DN-12/JCT3V-J0115) Single Depth Intra Mode Simplification Decision: Adopt JCT3V-J0115

· (3DN-10/JCT3V-J0060) Single depth flag signaling, Decision: Adopt J0060 (Add VPS flag to disable SDM globally) or put it to SPS in case that the other flags are also treated that way Decision: (from discussion): Remove current slice level flag for SDM

Profiles (1)

· (3DN-08/JCT3V-J0106) Initial text for the specification of profiles, tiers, and levels in 3D-HEVC (version 2 with the restriction as indicated above)
HLS (5)

· (3DN-07/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS, Aspect 5, Camera parameters.

· (3DN-06/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS, Aspect 4, MvHevcCompatibilityFlag.

· (3DN-05/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS, Aspect 3, vps extension indication

· (3DN-04/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS, Aspect 2, tool parameters

· (3DN-03/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS, Aspect 1, layer dependencies

Various (9) (DLT, DBBP, IC ARP, Sub Motion, NBDV, depth refinement, chorma 

· (3DN-09/Chroma) Disable chroma for depth.

· (3DN-26/JCT3V-J0037) ARP, IC and DBBP Flags Signaling for 3D-HEVC Decision: Adopt J0037 item 1 and item 4. WD text item 1 and item 4 in version 3 uploaded
· (3DN-25/JCT3V-J0041) Simplification of an NBDV availability check Decision: Adopt JCT3V-J0041 Note: The encoder restriction related to ARP is still necessary

· (3DN-24/JCT3V-I0129) AHG4: Editorial improvement for ARP specification text. Missing integration from last meeting.
· (3DN-22/JCT3V-J0066) Simplification and improvement of sub-PU Decision: Adopt J0066 method 1

· (3DN-21/JCT3V-J0029) Cleanup3: DLT table derivation Decision(Ed.): Adopt the suggested text change.

· (3DN-20/JCT3V-J0046) Modification of reference index for depth disparity derivation Decision: Adopt J0046

· (3DN-19/JCT3V-J0045) Alignment of motion derivation from other components Decision(BF): Adopt JCT3V-J0045 (except for DDD part as DDD was removed). 
· (3DN-15/JCT3V-J0050) Simplification of chroma IC
Editorial improvements/Fixes (17)

· (3DC-48) Small bug fixes

· (3DC-46) Fix indices.

· (3DC-44) Fix SPB motion.

· (3DC-39) Fix ticket #89.

· (3DC-36) Fix ticket #80.

· (3DC-43) Fix ticket 92 ( cMax wedge_full_tab_idx)

· (3DC-34) Fixes: PredFlagLX, ticket #82, Comment on ticket #88

· (3DC-27) Editorial fixes (e.g. Ticket #81, removal editor notes)

· (3DC-33) Fix sub Pb size

· (3DC-31) Fixes

· (3DC-30) Removed obsolete derivation process for the shifted disparity merge candidate.

· (3DC-29) Fixes and cleanup related to DLT

· (3DC-28) Fixed missing mergeCandIsVspFlag derivation.

· (3DE-02) Editorial fixes.

· (3DE-01) Alignment with 2nd edition.

· (3DE-42) Renamed DefaultRefViewIdxAvailableFlag and fix for depth layers

· (3DE-41) Introduced DisparityDerivationFlag.
Open issues
· A mismatch of the software and draft text regarding the binarization of part_mode in QTL has been reported (ticket #88). It turned out that the binarization of part_mode as performed in the current HTM version has not been proposed in the specification text of related proposal (JCT3V-G0055).

· A list of other minor issues is listed in the bug tracking system.

One version of JCT3V-J1003 has been published by the editing AHG following the 10th JCT-3V meeting in Strasbourg. The last version corresponds to the text submitted to MPEG secretariat.

All adoptions of the last meeting have been incorporated. Moreover existing text has been revised and improved and missing text from previous meeting has been added.

Changes (9) of JCT3V-J1003 relative to JCT3V-I1003 are:

· (3DN-01/JCT3V-J0107) On 3D-HEVC HLS and its alignment with MV-HEVC HLS.

· (3DN-02/JCT3V-J0037) ARP, IC and DBBP Flags Signaling for 3D-HEVC Decision: Adopt J0037 item 1 and item 4. WD text item 1 and item 4 in version 3 upload.

· (3DN-03/JCT3V-J0041) Simplification of an NBDV availability check Decision: Adopt JCT3V-J0041 Note: The encoder restriction related to ARP is still necessary

· (3DN-04/JCT3V-J0042) Simplification of depth merge candidate list Decision: Agreed to remove DDD as proposed in JCT3V-J0042 and JCT3V-J0030. This removes significant parts from the draft text and reduces implementation complexity.

· (3DN-05/JCT3V-J0039) Removal of redundant VSP candidates in Merge mode, Decision: Adopt J0039 method 2
· (3DN-06/JCT3V-J0115) Single Depth Intra Mode Simplification Decision: Adopt JCT3V-J0115

· (3DN-07/JCT3V-J0050) Simplification of chroma IC 

· (3DN-08/JCT3V-J0035) On Lookup Table Size Reduction for DMM1. Decision: Adopt JCT3V-J0035
· (3DN-09) Editorial improvements and bug fixes
MV-HEVC specification defects

Some minor defects related to the 2nd edition of HEVC have been reported. Some of them are related to MV-HEVC. Details can be found in:
JCTVC-T0002: JCT-VC AHG report: HEVC test model editing and errata reporting (AHG2)

Note: The defects are in annex F (common text with SHVC), and will be handled by JCT-VC

The recommendations of the 3D-HEVC Draft and MV-HEVC / 3D-HEVC Test Model editing AHG are to:

· Approve the edited documents JCT3V-J1001, JCT3V-J1003 as JCT-3V outputs. 

· Continue to edit documents JCT3V-J1001 and JCT3V-J1003 to ensure that all agreed elements of 3D-HEVC are fully described

· Compare the documents JCT3V-J1001 and JCT3V-J1003 with the HTM-software and resolve any discrepancies that may exist, in collaboration with the Software AHG.

· Continue to improve the overall editorial quality of the documents JCT3V-J1001, and JCT3V-J1003.

· Ensure that properly drafted candidate text is available prior to making any decision to change the specifications.

· Reviewing specification text of each adopted proposal, since 3D-HEVC is close to finalization.

· Discuss reported open issues.

JCT3V-K0003 Ad hoc group report: 3D-AVC Software Integration (AHG3) [D. Tian (chair), F.C. Chen, J.Y. Lee, J.-L. Lin, D. Rusanovskyy, O. Stankiewicz, T. Suzuki (vice chairs)]
Report was reviewed without presence of AHG chairs
Syntax interleaving issue

In the 10th JCT3V meeting, it was reported that signaling of syntax element bvsp_flag_lx in specification text and reference software are not aligned. Several experts confirmed the issue. 

The text specifies that signaling of syntax elements ref_idx_l0 and bvsp_flag_l0 are interleaved, whereas software implements signaling of these two elements in independent loops. 

The reported issue was successfully fixed on a two-stage schedule.

3D-ATM 13.2 (Nov 18, 2014)
3D-ATM 13.3 (Nov 26, 2014)

Later some defects were identified with the above fix for texture first coding. A code patch to 3D-ATM v13.2 was provided, which was made online on Nov 20, 2014. As a result, 3D-ATM v13.3 was released on Nov 26, 2014.

Software integration workflow

Some discussions via email among the software coordinators happened on the method to integrate/verify the software. 

Mainly due to the fact that there are no significant changes expected to the specification and software integration tasks, it seems reasonable not to ask software patch providers to run full sequence tests in order to encourage volunteers to provide potential fixes.

Furthermore, it seems difficult also for most software coordinators to run the full sequence tests. During this meeting cycle, such full sequence tests were solely conducted by MERL, and the results were acceptable to software coordinator group.

JCT-3V agrees with such a procedure, provided that it can be guaranteed that the software operates correctly.

JCT3V-K0004 JCT-3V AHG Report: MV-HEVC and 3D-HEVC Software Integration (AHG4) [G. Tech, H. Liu, Y. Chen, K. Wegner] 

One version of the HTM software were produced and announced on the JCT-3V email reflector. The following sections give a brief summary of the integrated tools and achieved coding gains. 

Starting point for development of HTM-13.0 was HTM-12.2. Development of HTM-13.0 was conducted in two parallel tracks each performing sequential integration. Development of each branch has been supervised by one software coordinator. Software of all two tracks was merged by the software coordinators.
Integrated items

Track 1: DLT, DMM, SDM
Coordinator: Hongbin Liu
· JCT3V-J0060 3D-HEVC HLS: Single depth flag signaling 
· JCT3V-J0059 A cleanup of the size derivation for 3D-HEVC merge candidate list
· JCT3V-J0033 A cleanup of DMM index coding in 3D-HEVC 
· JCT3V-J0035 On Lookup Table Size Reduction for DMM1

· JCT3V-J0029 Cleanup3: DLT table derivation
· JCT3V-J0115 Single depth intra mode 
· JCT3V-J0066 Simplification and improvement of sub-PU
Track 2: Merge, HLS Disparity derivation, others

Coordinator: Yi-Wen Chen

· JCT3V-J0042 Simplification of depth merge candidate list
· JCT3V-J0046 Modification of reference index for depth disparity derivation
· JCT3V-J0050 Simplification of chroma IC
· JCT3V-J0041 Simplification of an NBDV availability check
· JCT3V-J0039 Removal of redundant VSP candidates in Merge mode
· JCT3V-J0037 ARP, IC and DBBP Flags Signaling for 3D-HEVC
· JCT3V-J0107 On 3D-HEVC HLS and its alignment with MV-HEVC HLS
Coding performance

MV-HEVC: The coding results for MV-HEVC are identical to results obtained from version HTM-12.2.

3D-HEVC: HTM-13.0 vs. HTM-12.2 (CTC, three view configuration)

	 
	video 
video rate 
	video 
total rate
	synth 
total rate 
	enc time
	dec time
	ren time

	Balloons
	0,0%
	-0,1%
	0,0%
	100,7%
	94,4%
	99,4%

	Kendo
	0,0%
	-0,1%
	0,0%
	101,4%
	105,1%
	102,1%

	Newspaper_CC
	0,0%
	-0,1%
	-0,1%
	102,9%
	101,7%
	101,4%

	GT_Fly
	-0,1%
	-0,2%
	0,0%
	100,3%
	94,0%
	99,4%

	Poznan_Hall2
	0,0%
	-0,1%
	0,0%
	100,5%
	97,1%
	99,3%

	Poznan_Street
	0,0%
	-0,1%
	0,0%
	100,5%
	93,4%
	97,0%

	Undo_Dancer
	-0,1%
	-0,2%
	-0,1%
	99,7%
	98,2%
	99,0%

	Shark
	-0,1%
	-0,1%
	0,1%
	101,1%
	104,7%
	99,3%

	1024x768
	0,0%
	-0,1%
	0,0%
	101,6%
	100,4%
	101,0%

	1920x1088
	-0,1%
	-0,1%
	0,0%
	100,4%
	97,5%
	98,8%

	average
	-0,1%
	-0,1%
	0,0%
	100,9%
	98,6%
	99,6%


HTM-13.1 with further bug fixes and clean ups will be released during the meeting.

MV-HEVC Software draft 2
The MV-HEVC software draft 2 (JCT3V-J1009) has been released. The software has been generated by removing 3D-HEVC related source code and configuration files from HTM-13.0. The software can also be accessed using the svn:

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/branches/HTM-13.0-MV-draft-2
The related document has been submitted to the MPEG secretariat for PDAM ballot.

For MV-HEVC non-CTC configuration parameters files have been included e.g. for generation of bitstreams using INBL decoding, auxiliary pictures, layer-wise startup, and IBP prediction.

Open issues

· Some minor mismatches related to 3D-HEVC HLS.

· Most of MV-and 3D-HEVC SEI messages are not supported yet.

· Some items related to MV-HEVC decoding processes (e.g. hybrid scalability, correct bumping, POC reset) have not been integrated yet.

· Especially MV-HEVC related decoding processes and syntax need to be reviewed and tested.

· Update to HM-16.3 is required

· Other minor issues are listed in the bug tracking system.

The recommendations of the MV-HEVC and 3D-HEVC Software Integration AHG are:

· Develop HTM-14 based on HTM-13 and improve its quality.
· Continue to identify bugs and discrepancies with text, and address them.
· Fix open issues.

· Discuss alignment of HTM with HM-16.3 including range extension.
· Discuss on how to address open issues.
· Identify responsibilities for integrating the SEI messages after the HM16.3 migration (see the plan for migration in sec. xx)
Migration plan into HM16 to be discussed Fri 1200 (breakout chaired by Gerhard) – it is agreed that tools where no volunteer are found to do this will be removed from the spec.
3D Coding Verification Testing (AHG5) [V. Baroncini, K. Müller, S. Shimizu, A. Vetro, S. Yea (co-chairs)]

Mandate 1: 
Prepare a set of test sequences and encodings to be used in upcoming MV-HEVC verification testing.
7 stereo test sequences are identified for the verification test. All sequences are 1920x1088p. Three of them are computer graphics while the others are camera captured sequences.

Encodings of MV-HEVC, Simulcast HEVC, and MVC were prepared for 6 sequences. In order to select rate points, encodings were prepared with every two QP ranging from 18 to 40. Details are found in JCT3V-K0071.

Mandate 2: 
Implement the MV-HEVC verification test plan JCT-3V-J1002.
MV-HEVC verification test plan was released on November 27th 2014.

Since no stereo pair is available for some of the planed test sequences, the list of the stereo sequences was updated. Two MUSCADE-sequences provided in m23703/VCEG-AR13 were added.

Based on the decision that the MV-HEVC verification test will be performed by expert viewing, an expert viewing protocol was provided in the final version of the test plan.
Mandate 3: 
Prepare a set of test sequences and encodings to be used in an upcoming 3D-HEVC verification testing, and suggest a test plan.
There is no discussion on this mandate.
Mandate 4: 
Prepare viewing logistics for 11th JCT-3V meeting.

The AHG had made a lot of work to prepare 3D viewing equipment. One of AHG chairs is trying to bring equipment, but it is not sure whether it will be available or not.

Likely not possible to run the MV-HEVC test here, plan both MV and 3D HEVC tests for Warsaw

Interesting gain for MV-HEVC against MVC and simulcast from PSNR figures.

JCT3V-K0006 JCT-3V AHG report: 3D High level syntax (AHG6) [Y. Chen, T. Ikai (co-chairs)]
The following mandates for AHG6 are specified as the outcome of the previous JCT-3V meeting (in JCT3V-J_Notes_dA.doc):
1. Study video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs for the 3D-HEVC extension.

2. Study SEI messages and VUI syntax designs needed for the 3D-HEVC extension.

3. Assist in software development and text drafting for the high-level syntax in the HEVC extensions designs.
No specific emails were exchanged over the JCT-3V reflector. 

There are five input documents which are relevant to this AhG.
JCT3V-K0007 JCT-3V AHG Report: Texture and depth view packing (AHG7) [T. Senoh (chair)]

In order to enable the interoperability between depth map generation and view synthesis, the description of semantics part of the SEI message was improved which explains how the depth map is generated. Also, a sub-section was added as a non-normative information, which precisely describes the view synthesis process. The resulted draft was uploaded as JCT3V-J1006 and asked for the co-editor’s review.
JCT3V-K0008 JCT-3V AHG report: 3D-AVC defect study (AHG8) [M. M. Hannuksela, D. Tian (co-chairs), D. Rusanovskyy, L. Zhang (vice chairs)]

The work of AHG8 resulted into the following recommendations to JCT-3V:

1. The specification text and reference software are proposed to be modified to perform disparity vector derivation and sample prediction on macroblock partition basis (both for the depth-first and texture-first coding orders) for the non-skip/direct B-VSP modes. The reference software for this proposal has been made available in http://mpeg3dv.nokiaresearch.com/svn/mpeg3dv/branches/JCT3V_11_AHG8_pre_meeting_working.
2. The following specification text changes are proposed concerning macroblock partition and sub-macroblock size constraints and derivation as well as their use in inverse scanning processes. No reference software changes are needed.
a. sub_mb_type is semantically constrained in clause J.7.4.6.2 to indicate a sub-macroblock type having an 8x8 sub-macroblock size, when bvsp_flag_lX is equal to 1.

b. Table 7-13 (macroblock type values for P and SP slices) is overridden in Annex J so that when mb_type is equal to P_skip and MbVSSkipFlag is equal to 1, NumMbPart( P_Skip ) is specified to be equal to 4, MbPartWidth( P_Skip ) is specified to be equal to 8, and MbPartHeight( P_Skip ) is specified to be equal to 8.
c. Clause 6.4.2.2 (inverse sub-macroblock partition scanning process) is overridden in Annex J so that it operates otherwise as earlier but when a VSP mode is in use and mb_type is equal to B_Skip or B_Direct_16x16, or mb_type is equal to B_8x8 and sub_mb_type[ mbPartIdx ] is equal to B_Direct_8x8, its operation uses sub-macroblocks of size 8x8.
The proposed specification text changes are included in the specification document accompanying this report. The specification text was authored with user identity "(JCTVC-K0008)" on top of the text that was submitted to ITU-T for the final text of H.264 version 9 (file name "T-REC-H 264-201402-P!!MSW-E_annotated_g4_mh0.docx") where change marks had been approved. Links were not updated to make browsing for the actual changes easier.

Two teleconferences were held to resolve the issues (detailed in the report).
Plan to issue text corrigendum and software/conformance finalization.
AVC Conformance testing development (AHG9) [T. Suzuki (chair), D. Rusanovskyy, D. Tian, Y. W. Chen (vice chairs)]

No report delivered – none of the chairs was present during the eleventh JCT-3V meeting.


It was communicated by the responsible AVC conformance specification editor that it is planned to issue the final conformance from this meeting. Therefore, the AHG was installed again, but can likely be stopped after the next meeting. 
JCT3V-K0010 JCT-3V AHG report: HEVC conformance testing development (AHG 10) [Y. Chen, T. Ikai, S. Shimizu, T. Suzuki]

Currently, the discussions are within people who committed to the conformance bitstream generation. There are about 50 email exchanges related to bitstream generation. However, not all of them were under the JCT-3V e-mail reflector to avoid unnecessary traffic. 

The ftp site at ITU-T is used to exchange bitstreams. The ftp site for downloading bitstreams is,

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/
Two folders are created in this ftp site for MV-HEVC bitstreams and 3D-HEVC bitstreams respectively:

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/MV-HEVC/
http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/3D-HEVC/
The following drop box folder is used for uploading the bitstreams that are pending for moved to any of the above folders. It is suggested the provider of a bitstream do not use it for sharing it to those who will perform the verification. 

http://wftp3.itu.int/av-arch/jct3v-site/dropbox/
During the last JCT-3V meeting in Strasbourg, a work plan has been made to more effectively collect the conformance bitstreams.
Reference software HTM 13 available date:


2014/11/12

Bitstream available date based on HTM 12.1:


2014/11/12

Cross check of the bitstreams:




2014/11/26

Generation of the bitstreams based on HTM 13.0:

2014/11/27

Uploading of the final bitstream packages:


2014/12/03

After the Strasbourg JCT-3V meeting, volunteers of the bitstreams have worked diligently and followed the work plan. 

By the planned deadline, the bitstreams have been made available and verified. 
All planed bit-streams have been provided. The streams may need to be updated based on the adoptions of the new changes adopted during this meeting.  

The 3D-HEVC bitstreams (23 in total) include the following categories: 

Texture tool: 



5 bitstreams.

Depth tool (Intra): 


8 bitstreams.

Depth tool (Inter):


2 bitstreams.

Depth dependent texture tools:

4 bitstreams.

Texture dependent depth tools:

3 bitstreams.

Others:





3 bitstreams.

Only one bitstream on MV-HEVC (denoted as MVHEVCS-J) is not available, it is related to hybrid scalability. 

The MV-HEVC bitstreams (10 in total) include the following categories: 

Prediction Structure (2-view):

6 bitstreams.

Prediction Structure (3-view):

3 bitstreams.

Hybrid scalability:


1 bitstream (not available)
There are several minor remaining issues related to the conformance testing. The items are listed below for discussions. 

1. The general_level_idc values for the 3D-HEVC and MV-HEVC bitstreams may need to be revisited, currently the level of each bitstream is set to be “5.1 and higher”. Note that the general_profile_idc is supposed to be set to 8 for 3D-HEVC.

2. The depth layers are supposed to be coded with 4:0:0, the current HTM is not able to generate the bitstreams with 4:0:0 depth layers. (requires update of software to HM16.3, or fix before)
3. The vertical constraint is required for the inter-view motion vectors of the first non-base view of the MV-HEVC bitstreams. Clarification is needed for this aspect for the existing MV-HEVC bitstreams. (needs to be implemented in the software encoder)
4. The hybrid scalability bitstream is not produced and there is no volunteer for that bitstream. (this should be discussed with JCT-VC, SHM software coordinators where a similar problem seems to exist).
3 Project development, status, and guidance (3)
3.1 Communication by parent bodies (0)
3.2 MV-HEVC / 3D-HEVC Conformance (0)
3.3 Profile/level definitions (1)
JCT3V-K0065 On maximum number of direct and indirect reference layers in the 3D main profile [G. Tech, K. Sühring, D. Marpe (HHI)] [late]

It is proposed to align the maximum number direct and indirect reference layers, which has been inherited from MV-HEVC, to meet requirements of 3D-HEVC.
It is proposed to limit the number of direct and indirect reference layers to 9.
During the discussion, it is mentioned that the number of 9 would probably be sufficient for currently anticipated view configurations, but might be unsufficient for large number of views.

Unless new evidence is brought that 9 is insufficient, this should be used.

Other profile related issues discussed in this context:

- A 3D main decoder shall be able to decode multiview main streams. For this purpose, it is sufficient in the profile definition to make a 3D main decoder required to decode also MV main (and main) streams.

- AuxId shall be zero when it is a stream conforming to 3D main profile. (i.e. an auxiliary picture shall not use 3D tools)

Upload text changes of previous draft in new version of K0065 (including the discussions above) 
The new text was presented in v2 of the contribution.
Decision: Adopt the text proposed in v2
3.4 3D-HEVC / MV-HEVC performance assessment (1)
(initially discussed Fri pm)
JCT3V-K0071 AHG5: Coding Results for MV-HEVC Verification Testing [S. Shimizu (NTT)] [late]

If possible, organize a viewing with Vittorio (Monday at latest)
Clarify the arrangement of a 3D display for Warsaw (eventually ask Poznan University)

If not possible, verification test has to be performed in a Lab.

Update of the test plan is needed (Shimizu prepares until Monday)

- update of timeline for MV

- draft test plan for 3D (with the test of 3D AVC as starting point, and the test that was done in SJ)

Experts are asked to check the config files of MVC (JM) that are attached.

Follow-up Monday pm, presentation of test plan

- MV-HEVC test planned for the 12th meeting (Warsaw)

- 3D-HEVC test versus MV-HEVC requires integrating the VSO for MV-HEVC with auxiliary depth maps (available in some older HTM version, but not with aux pic syntax). Planned to produce set of test sequences (if possible) until the 12th meeting, and perform the tests during the 13th meeting. If possible, include 3D-AVC sequences used in the 3D-AVC verification test.
3.5 Complexity assessment (0)
3.6 Quality assessment (1)
JCT3V-K0024 A Virtual View Quality Estimation Method [H. Yuan (Shendong Univ.)]

No presenter available Fri afternoon and Monday afternoon and Tuesday morning/afternoon.
3.7 Source video test material (0)
4 Core experiments 
4.1 CE1: Improved depth coding (11)
(chaired by JRO, Thursday 12:00-13:10)
4.1.1 Summary (1)
JCT3V-K0011 CE1: Summary Report on Improved Depth Coding [J.-L. Lin, J. Y. Lee]

Segmental prediction (K0031)

In this contribution, a segmental prediction method is proposed in depth coding. When the segmental prediction is enabled, two steps are applied to obtain the reconstructed block from the prediction block.

1) In the first step, samples in the current block are classified into two segments and only four corner samples are used to derive the threshold.

2) In the second step, a single value is derived for each segment in the reconstructed block

Two tests are conducted under the common test condition (CTC). In Test1, the segmental prediction method is implemented. In Test2, a simplified method which only uses one out of 4 samples to derive a prediction value for each segment is applied. The results of Test1 and Test2 are summarized in Table1.
Table 1. Experimental results of segmental prediction
	Test
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR

	Test 1
	-0.1%
	0.0%
	0.0%
	0.0%
	-0.5%

	Test 2
	-0.1%
	0.0%
	0.0%
	0.0%
	-0.5%


Encoder complexity analysis

Encoder strategies for Inter-SDC, Intra-SDC and Seg-SDC are analyzed.
	Mode
	Checking offsets

	Inter-SDC
	5 times (K-2, K-1, K, K+1 and K+2)

	Intra-SDC
	6 times (K-2, K-1, K, K+1, K+2, and 0)

	Seg-SDC
	2 times (K and 0)


Decoder complexity analysis

Table 2.
Complexity comparison
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Table 3. Complexity comparison without considering transform.
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It is discussed whether the additional complexity of segmental prediction justifies an adoption. Basically, threshold derivation and segmentation are similar to elements already in the draft, however the histogram calculation necessary to determine the final segmentation needs to be implemented additionally. At the encoder side, it is also necessary to check the additional mode. Generally, the complexity is comparable or lower than for other tools; the histogram calculation probably increases the worst-case complexity of the prediction process. 
No support is expressed by non-proponents to adopt this technology, while some reservations were observed w.r.t. the additional implementation effort.
Depth intra skip mode (K0033)

A depth intra skip (DIS) coding mode is proposed for the efficient depth coding. The proposed DIS coding mode uses the vertical and horizontal prediction modes. The residual information is not coded and the best prediction mode is determined through RDO.
The following four tests were studied in this context:

- Test1: Test the coding performance of the depth intra skip mode on top of single depth mode.

- Test2: Test the coding performance of the depth intra skip mode replacing single depth mode (original proposal from the last meeting).
- Test3: Enable root CBF flag in depth intra mode coding to identify whether it can achieve coding gain.

- Test4: Reduce the number of intra modes from 35 to 9 for depth maps to identify whether it can achieve coding gain.
Table 4. Results of DIS-related tests under CTC
	Test
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR

	Test 1
	-0.1%
	0.0%
	0.0%
	-0.2%
	-0.3%

	Test 2
	-0.1%
	0.0%
	0.0%
	-0.2%
	-0.2%

	Test 3
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%

	Test 4
	0.0%
	0.1%
	0.0%
	0.1%
	0.1%


Table 4. Results of DIS-related tests under All-Intra test conditions
	Test
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR

	Test 1
	0.0%
	0.0%
	0.0%
	-0.2%
	-0.1%

	Test 2
	0.0%
	0.0%
	0.0%
	-0.2%
	-0.1%

	Test 3
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Test 4
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%


Test 3 and test 4 are not giving gain.

The gain of test 2 comes mostly from Poznan Hall, whereas other sequences (particularly shark) show loss.

Test 2 is asserted to be even simpler implementation-wise than single depth mode, as it re-uses the existing horizontal/vertical prediction.

Test 1 would need some additional logic for signalling and invoking the mode, but could still use existing prediction modules. It requires however checking two additional candidates at the encoder.

Agreed in general that either test 1 or test 2 configuration should be adopted. Draft text for test 1 was initially not available – was later provided and reviewed Fri 13 pm. Various editorial improvements were made during that session (uploaded later as version4). The naming intra_single_flag is changed to intra_skip_flag to make it clearer.

Decision: Adopt K0033 test 1.

4.1.2 CE contributions (8)
JCT3V-K0031 3D-CE1: Segmental prediction in 3D-HEVC [K. Zhang, J. An, X. Zhang, H. Huang, J.-L. Lin, S. Lei (MediaTek)]
JCT3V-K0034 3D-CE1: Cross check of segmental prediction (JCT3V-K0031) [J. Y. Lee, C. Kim (Samsung)]

JCT3V-K0056 3D-CE1: Crosscheck of Segmental prediction in 3D-HEVC (JCT3V-K0031) [T. Takeshi (Sharp)]

JCT3V-K0033 3D-CE1: Depth intra skip (DIS) mode [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

JCT3V-K0040 3D-CE1: Cross check of depth Intra skip mode (JCT3V-K0033) [Y.-W. Chen (MediaTek)] [late]
JCT3V-K0055 3D-CE1: Crosscheck of Depth intra skip (DIS) mode (JCT3V-K0033) [T. Ikai (Sharp)]

JCT3V-K0046 3D-CE1: Cross check of Depth intra skip (DIS) mode(JCT3V-K0033) [X. Zheng (HiSilicon)] [late]

JCT3V-K0067 3D-CE1: Crosscheck of Depth Intra Skip (DIS) mode - Enabling intra CBF (JCT3V-K0033) [S. Shimizu (NTT)] [late]

4.1.3 Related contributions (2)
JCT3V-K0041 CE1-related: Simplification of segmental prediction [T. Tsukuba, T. Ikai (Sharp)]

JCT3V-K0066 3D-CE1 related: Crosscheck on simplification of segmental prediction (JCT3V-K0041) [K.Zhang (MediaTek)] [late]

4.2 CE2: Illumination compensation complexity reduction (5)

(chaired by JRO, Thursday  14:30-14:45)

4.2.1 Summary (1)

JCT3V-K0012 CE2: Summary Report on Illumination Compensation Complexity Reduction [J.-L. Lin] 

In the current 3D-HEVC, for each block coded with illumination compensation (IC), the LLS (linear least square) method is utilized to calculate α and β parameters for luma component, and only β parameter is required for chroma component. To reduce the usage of LLS which requires numbers of additional multiplication operations and memory accessing, this contribution proposes to disable bi-prediction for IC.
The following aspects should be further studied in this context:

· The consequences of this restriction may require more careful investigation beyond CTC.
· Investigate the worst case issue.
· Investigate the interaction with disabling 4x4 chroma IC.
Three cases are conducted to analyze the complexity reduction and evaluate the coding performance under the common test conditions and IBP test conditions including:
(1) disabling bi-prediction IC.
(2) enabling chroma 4x4 IC.
(3) disabling bi-prediction IC and enabling chroma 4x4 IC.
Table 1 shows the complexity analysis on the latest Draft Text 6. As shown in Table 1, IC becomes the worst case on operation complexity, especially in a general system where general multiplication is time-consuming.
Table 1. Complexity analysis of WD Text 6

	 
	 
	Number of operation [%]

	3D-HEVC
	 
	Mult [%]
	Add [%]

	
	MC
	100%
	100%

	
	ARP
	33%
	28%

	
	IC
	104.7%
	106.6%

	
	VSP
	18%
	17%

	
	DBBP
	85%
	102%


The complexity analysis with the simplified IC for three cases is summarized in Table 2.
Table 2. Complexity analysis for the WD text with the simplified IC 

	 Method
	MUL
	ADD

	WD6
	104.7%
	106.6%

	WD6+Disabling Bi-IC
	52.3%
	51.8%

	WD6+Enabling Chroma 4x4 IC
	104.7%
	109.8%

	WD6+Disabling Bi-IC + Enabling Chroma 4x4 IC
	52.3%
	53.4%


Six tests are conducted to evaluate the coding performance for the above three cases under the common test conditions (CTC) and IBP test conditions in HTM13, respectively. The results are summarized in Table 3 for CTC test conditions and Table 4 for IBP test conditions.
Table 3. Experimental results of three cases under CTC
	Test
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR

	Disabling bi-prediction IC
	0.00%
	0.02%
	0.01%
	0.01%
	0.01%

	Enabling chroma 4x4 IC
	-0.03%
	0.02%
	0.00%
	0.00%
	0.00%

	Disabling bi-prediction IC & Enabling chroma 4x4 IC
	-0.03%
	0.05%
	0.01%
	0.01%
	0.01%


Table 4. Experimental results of three cases under IBP
	Test
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR

	Disabling bi-prediction IC
	0.05%
	0.15%
	0.03%
	0.03%
	0.02%

	Enabling chroma 4x4 IC
	0.08%
	0.11%
	0.03%
	0.03%
	0.05%

	Disabling bi-prediction IC & Enabling chroma 4x4 IC
	0.04%
	0.13%
	0.03%
	0.03%
	0.03%


Conclusion: Several experts expressed the opinion that the complexity of IC is not critical in the bi-pred context. On the other hand, the results indicate that a certain loss occurs consistently for dependent views in particular when bi-pred is used (IBP conf.)

No change of current draft text.

4.2.2 CE contributions (4)

JCT3V-K0032 3D-CE2: Complexity reduction on illumination compensation for 3D-HEVC [X. Zhang, K. Zhang, J. An, H. Huang, J.-L. Lin, S. Lei (MediaTek)]
JCT3V-K0037 3D-CE2: Cross check of Complexity reduction on illumination compensation for 3D-HEVC: Disabling Bi-prediction for IC (JCT3V-K0032) [M. W. Park, C. Kim (Samsung)]

JCT3V-K0057 3D-CE2: Crosscheck of Complexity reduction on illumination compensation for 3D-HEVC (JCT3V-K0032) [T. Ikai (Sharp)]

JCT3V-K0068 3D-CE2: Crosscheck of complexity reduction on illumination compensation for 3D-HEVC - Enabling 4x4 chroma and disabling bi-prediction (JCT3V-K0032) [S. Shimizu, S. Sugimoto (NTT)] [late]

4.2.3 
5 AVC extensions (incl. software, conformance) (4)
5.1 3D-AVC corrigendum issues (2)
JCT3V-K0021 AHG8: MB-partition-wise operation of non-skip/direct B-VSP modes of 3D-AVC [M. M. Hannuksela (Nokia)]

Was discussed in AHG, result covered in AHG8 report
JCT3V-K0022 AHG8: Specification text fixes for the VSP modes of 3D-AVC [M. M. Hannuksela (Nokia)]

Was discussed in AHG, result covered in AHG8 report
Issue DCOR on MPEG side, plan to bundle the corrigendum with MFC+D, ITU consent for October
Editors: M. Hannuksela, S. Shimizu, L. Zhang, G. Sullivan (resolution)

Miska prepares the DCOR text, was reviewed and approved Tuesday p.m.
It was also confirmed that the final version of the software is available, it has been submitted as ISO FDAM (output from previous meeting)  and will also be delivered for ITU consent at the current meeting 

On the ITU side, the 3D-AVC software (with bugs) had been submitted in Sapporo, but was stopped by AAP comment during October. It should be re-submitted for consent at this meeting (Miska to clarify with Gary and Karsten S about the procedure).

For conformance, the FDAM should be issued with a long editing period (all streams need to be re-generated). It was confirmed by conformance editors that such an approach is OK (editing period tbd)
5.2 MFC plus depth (2)
JCT3V-K0049 On MFC plus Depth: Reference Software Update [L. Grimaldi, K. Schueuer, P. Yin, T. Lu, H. Ganapathy, T. Chen, W. Husak (Dolby)]
This contribution provides an update on the MFC+D reference software source code. It is mainly the cleanup of the source code and there is no change on the output of the software.
Ballot on software only closes 02/15 – P. Yin will ask Watanabe to send a preliminary version of responses. Ballot was occasionally issued with 3 months period.
JCT3V-K0073 On MFC plus Depth: Conformance Testing Update [P. Yin, D. Tian] [late]
Ballot on conformance has closed. P. Yin has prepared the conformance draft output that was presented in JCT-3V. 

6 HEVC Extensions (25)
6.1  High-level syntax (2)
(chaired by JRO, Thursday  14:45-16:30)

JCT3V-K0050 Proposed HLS Cleanup for 3D-HEVC [G. Tech, K. Sühring, D. Marpe (HHI)

Fixes for several issues of the 3D-HEVC HLS and for further alignment with MV-HEVC are proposed, which are in particular related to:

· Flexible camera parameter signalling

· Slice level indication of presence of pictures required as reference for inter-component prediction.

· Constraints on diagonal reference pictures required for residual prediction.

Item 1 - Camera parameter signalling adds more flexibility and consistency for the possible case of VPS re-writing. Agreed to make the VPS syntax change and slice header modification related to camera parameters as proposed in K0050.
Item 2 – Agreed that the mechanism of disabling inter-component prediction based on max_tid_il_ref_pics_plus1 syntax element is necessary (similar as MV-HEVC disables inter-layer prediction); some dispute whether the additional slice header flag is necessary, basically this could be inferred from VPS e.g. using temporal scalability when texture and depth regularly come with different frame rate. The additional slice level flag would add some more flexibility to encoders e.g. not using inter-component prediction for certain access units (without going back to VPS and SPS). Agreed.
Item3 – It would be desirable to formulate this as a bitstream constraint, such that a conformant decoder could be sure that the decoded from a different view used for ARP would still be present. After some more offline consideration and follow-up discussion in JCT-3V plenary Fri pm, it was concluded that this would be difficult to express and the text proposed in K0050 is appropriate.
Decision: Adopt items 1, 2 and 3.
JCT3V-K0038 Redundant signaling removal in SPS 3D extensions [S. Yoo, J. Nam, S. Yea (LGE)]

In this contribution, an efficient method of the coding tool on/off signaling in the SPS 3D extension is proposed. At the last meeting, the coding tool activation signaling flags for each layer have been moved from VPS to SPS 3D extension. Although they are moved into the sequence parameter set, they still receive all coding tool flags for a sequence. Since it can be identified whether the current SPS is for the texture or depth sequence, by referring to its corresponding VPS, it is unnecessary for some flags to be transmitted. Therefore, it is proposed to receive only required coding tool switches according to the depth flag in the corresponding VPS.
The main novelty of the proposal would be to have separate SPS (and implicitly also PPS) for texture and depth. Benefit of this is not obvious. No action.
Note: K0044 also contains one item related to SPS (item 4), which proposes to add a syntax element per component which indicates that default parameters are used for all enabling flags of that component. This means that 6 bits would be saved at SPS level when all 3D specific texture coding tools are off, and less than 2 bytes would be saved at maximum, but in usual operation mode (when both texture and depth are using at leasr of the tools each) the SPS is increased by 2 bits.
Benefit of this is not obvious. No action.
6.2 3D-HEVC clean-ups, unifications, bug fixes (23)
(chaired by JRO, Thursday  17:00-19:45)

JCT3V-K0044 Clean up of 3D-HEVC specification [T. Ikai, T. Tsukuba (Sharp)]

This contribution proposes several modifications to remove and fix unreasonable process for clean up.
Item 1: SubPU MPIsize: editorial – adopt

Item 2: Bi prediction restriction in Sub-PU: Duplicate restriction – adopt (also change in software)

Item 3: DepthIntraModeFlag: This is a misalignment between text and software, where the software operates more logically. Adopt.

Decision: Adopt items 1,2,3 of K0044

(for item 4 on SPS – see above)

JCT3V-K0064 Crosscheck of Clean up of 3D-HEVC specification part2 (JCT3V-K0044) [X. Zheng (HiSilicon)] [late]
JCT3V-K0035 Removal of Encoder Restriction of ARP [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

In the current ARP, there is an encoder restriction that the syntax element iv_res_pred_weight_idx is set to 0, when the current slice has no view reference picture. However, this restriction is unnecessary since the syntax element iv_res_pred_weight_idx is not signaled when there is no view reference picture. Thus, this contribution proposes to remove this useless encoder restriction of the syntax element iv_res_pred_weight_idx.
It is confirmed by other participants that due to various more recent modifications and simplifications in ARP the bitstream restriction is no longer necessary.

Decision: Adopt.
JCT3V-K0036 Position Derivation for Shifted-IVMC [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

In HEVC and its extensions, in order to derive a neighboring block, the immediately neighboring pixels to the current block are typically used. However, currently the shifted-IVMC does not use the immediately adjacent pixel to derive the bottom-right block, but uses the position misplaced by (1, 1) pixels to the bottom-right pixel. To fix this problem, this contribution proposes to use the immediately bottom-right pixel for the shifted-IVMC. The proposed method does not change the coding performance.
Obvious alignment with the changed center position that was adopted earlier.

Decision: Adopt

Note: K0043 test 2 is technically identical, but several experts prefer the editorial solution of K0036
JCT3V-K0058 Crosscheck of Position Derivation for Shifted-IVMC (JCT3V-K0036) [T. Ikai (Sharp)]

JCT3V-K0043 On inter-view shift candidate [T. Ikai, T. Tsukuba (Sharp)]

The position of inter-view (IV) candidate and inter-view shift (IVShift) candidate are defined as center and bottom right (BR) respectively. However the BR position of IVShift is oddly derived in the current specification by adding (blocksize * 2 + 4) to the disparity vector. We propose to provide a simplified derivation process, which just adds blocksize + K to the PU position. The proposed method (test1) doesn’t change the coding results.
Test 1 is not providing the expected performance

Test 2 technically identical with K0036.

JCT3V-K0054 Cross check of On inter-view shift candidate (JCT3V-K0043) [M. W. Park, C. Kim (Samsung)]

JCT3V-K0042 Simplification of DMM table derivation [T. Ikai, T. Tsukuba (Sharp)]

This contribution is a follow up of JCT3V-J0025, which has proposed to simplify the DMM table derivation process so as to remove variety of filling process and sub-sampling process. This updated method simplifies the rotation process to resolve rotation complexity concerns. The method also preserves the pruning part not to produce redundant tables. Experimental result reportedly shows -0.01 % and 0.00 % BD-rate changes in synthesis in CTC and AI configuration respectively. The proposal is claimed to roughly remove one and half pages and add half pages (thus 1 page reduction).
Generally this is considered as a more consistent way of describing the table generation process (however slightly changing the tables as well), and if it would have been proposed earlier, this would have been very welcome. Regarding the fact that we have to finalize the specification and the text would change considerably, a certain danger might however exist to destabilize.
Further, no test model text for the new generation process is available, and for the current version of the spec it also took several rounds until this became stable.

In a follow-up discussion Fri pm, several experts expressed their opinion that this would be a desirable and consistent simplification of the draft text. P. Merkle has performed an additional check of matching between draft text and software and reported back on Monday that he had checked the draft text and the software and can confirm that they match.
Decision: Adopt JCT3V-K0042 
JCT3V-K0063 Crosscheck of Simplification of DMM table derivation (K0042) [X. Zheng (HiSilicon)] [late]

JCT3V-K0047 Lookup Table Size Reduction for DMM1 [X. Chen (HiSilicon), C. Zhu, S. Ma (UESTC), X. Zheng, Y. Lin, J. Zheng (HiSilicon)]

This contribution proposes three methods to make lookup table size reduction for DMM1. The first method proposed to downsample 8x8 wedgelet patterns for DMM1 to reduce the lookup table size. The second method to reuse wedgelet pattern of 16x16 block for 8x8 block instead of specifying 8x8 wedgelet pattern in order to reduce the storage size for wedgelet pattern in DMM1. The third one provides a method that can make more lookup table size reduction for 16x16 without downsample process. Experimental result reportedly shows that (0.01% / 0.00%, 0.03% / 0.01%, 0.00% / 0.00%) coding loss for synth PSNR vs. total bitrate in the CTC / all-intra configuration, respectively. It is asserted that proposed methods can achieve storage size reduction by 8.98%, 27.1% and 2.12%, respectively. 
Method 3 does not save significantly.
Method 2 is interesting (reusing the patterns of 16x16 for 8x8 by downsampling), but downsampling on the fly means additional processing complexity, and in implementations using pre-stored 8x8 patterns the memory saving would only be around 9%. 

Method 1 appears to be irregular in terms how start and end points are defined, and does not save much in terms of memory.

No urgent need for taking action on this, as the memory for storing the patterns has already been reduced significantly in the past.
JCT3V-K0072 Crosscheck of Lookup Table Size Reduction for DMM1 (JCT3V-K0047) [T.Tsukuba (Sharp)] [late]
JCT3V-K0045 Bug Fix for Texture-dependent Depth Partitioning [X. Zhang, K. Zhang, J. An, H. Huang, J.-L. Lin, S. Lei (MediaTek)]


For the tool of texture-dependent depth partitioning (TDDP) in quad-tree limitation (QTL), the allowed partitions for current coded depth CU depend on the partition of the collocated texture block. For the coded depth CU, the vertical/horizontal partitions are allowed for a depth CU only when the collocated texture CU at the same quad-tree level is coded with vertical/horizontal or NxN partitions. However, in the current working draft, Draft Text 6, part of the part_mode binarization table is missed when the collocated texture block is coded with vertical or horizontal partition. This contribution provides the bug fix of the binarization table to match the reference software, HTM-13.

There is an obviously incomplete specification text relate to texture-dependent depth partitioning (since the G meeting) which is resolved by this contribution.

Decision: Adopt 
JCT3V-K0060 Crosscheck of Bug Fix for Texture-dependent Depth Partitioning (JCT3V-K0045) [T. Ikai (Sharp)]

JCT3V-K0048 Clean up on DBBP location derivation [X.Chen, X.Zheng, Y.Lin, J.Zheng (HiSilicon)]

In HTM-13.0, location of top-left luma sample of the corresponded depth block is calculated by the top-left luma sample of current block with limitation of Clip3(0, PictureWidth(Heigh) - BlockWidth(Heigh), xTb(yTb) + ((mvDisp[ 0 ]+2) >>2)). However, the text of 3D-HEVC set the location of top-left luma sample of the corresponded depth block with limitation of Clip3(0, PictureWidth(Heigh) - 1, xTb(yTb) + ((mvDisp[ 0 ]+2) >>2)). The contribution set the alignment and experimental result reportedly shows that minor coding gain -0.05% for synth PSNR vs. total bitrate in the CTC. Also, this contribution proposes a method to simplify luma location calculation of top-left sample of depth block for DBBP. Experimental result reportedly shows that no coding loss (0.00% / 0.00%) for synth PSNR vs. total bitrate in the CTC with DepthRefinementflag on/off configuration, respectively.
Item1: Correcting the misalignment of text and software (changing the software in the way as described in the text which is slightly simpler and gives compression benefit for Poznan Street)
Decision (SW/BF): Adopt item 1

Item2: It is suggested to always access same vertical block position which appears reasonable in cases where the disparity is converted from depth (and no vertical displacement exists). Several experts expressed their opinion that it is better to keep the current design. The simplification is not significant, and other tools have to do the same computation but use a vertical component; in that case making it only for DBBP would not be useful.
JCT3V-K0070 Cross check of the cleanup of DBBP location derivation (JCT3V-K0048) [X. Zhang (MediaTek)] [late]

JCT3V-K0051 Cleanup of Single Depth Intra Mode Simplification [J. Zheng (HiSilicon), Z. Gu (SCU), X. Chen, X. Zheng, Y. Lin, P. Zhang (HiSilicon), N. Ling (SCU)]

In J0065 and J0116, it was proposed to further simply the single depth intra mode by removing the candidate list derivation procedure. In this contribution, the results of the further cleanup of single depth mode simplification based on HTM13.0 is reported, the impact on the coding efficiency of single depth intra coding is negligible.
Rather a simplification. The proposal changes the construction of the candidate list such that the default value is put first, and available candidates are filled after. This saves the reordering in the current candidate list construction, and may put the default value to the first entry if only one candidate is available. Very small loss of compression.It is further reported that CE1.2 test 1 (harmonization of single depth and depth intra skip) also removes the reordering, so the concept would be included anyway provided that test1 would be adopted.

JCT3V-K0061 Crosscheck of Cleanup of Single Depth Intra Mode Simplification (JCT3V-K0051) [T. Ikai (Sharp)] [late]
JCT3V-K0025 Alignment of TMVP derivation process between 3D-HEVC and HEVC [J. Y. Lee, J. K. Han (Sejong Univ.)]
In the current version of 3D-HEVC, because the interview reference picture is marked as long-term reference picture, the codec is unable to discriminate between interview prediction and temporal long-term prediction. It results in crash in the scaling process to derive the TMVP for merge mode when IvMvScalingFlag is set to ‘1’ and the collocated block is predicted from the temporal long-term reference pictures. Such problem is also occurred when IvMvScalingFlag is set to ‘0’ and the current block and the collocated block are predicted from a temporal long-term reference picture and an inter-view reference picture, respectively. In those cases, the scaling factor used to derive TMVP becomes ‘infinity’, because the denominator of the equation to calculate the scaling factor is ‘0’. This contribution solves the problem by disabling the TMVP for those cases.

The contribution points out that under certain combinations of IvMvScalingFlag and long term reference pictures POC difference zero could lead to multiplication/division by zero (not in CTC). The solution proposed in K0025 marks those vectors as unavailable. (see further notes under K0053)
Another aspect suggests to generate one more alt ref idx in the initialization based on bottom right location. However, this is not solving a bug, and the benefit of this additional processing is not clear. No action on this aspect
JCT3V-K0059 Crosscheck of Alignment of TMVP derivation process between 3D-HEVC and HEVC (JCT3V-K0025) [T. Ikai (Sharp)] [late]
JCT3V-K0062 Crosscheck of Alignment of TMVP derivation process between 3D-HEVC and HEVC (JCT3V-K0025) [B. Choi (Samsung)] [late]
JCT3V-K0052 Proposed TMVP Fix and CU syntax cleanup for 3D-HEVC [G. Tech, K. Sühring, D. Marpe (HHI)]

Fixes for following issues in 3D-HEVC are proposed:

a) Conditions on picture types in TMVP

b) Moving of syntax elements to the CU extension

For a), two aspects are proposed. The first is mixing the bug in scaling in the same way as K0025 (see further notes under K0053). 

The second aspect tries to better differentiate between inter-view and “true” temporal LT ref pics. This is done at the slice level processing by utilizing the alt ref idx mechanism. 

Aligning this was suggested in a ballot comment by the FINB. In the discussion it is however emphasized that in case of both (inter-view and temporal) LT ref pics it probably would be advantageous, but the alt ref idx could no longer be beneficial for only temporal LT ref pics present. 

Draft text to be provided for only the second aspect

Offline investigation (G. Tech, M. Hannuksela, Y. Chen, T. Ikai) was performed to further clarify the possible benefit and implications – it was concluded that no problem exists and the current specification should not be changed. 

For b) – Moving flags for DBBP and SDC to CU extension syntax – agreed.

Decision(cleanup): Adopt b).

JCT3V-K0053 Bug fix of the 3D-HEVC specification text on the scaling of TMVP [Y.Chen (Qualcomm)]

It is asserted that the current 3D-HEVC text has a minor bug for the scaling of the motion vector during temporal motion vector prediction. The current text has two issues: 1) there is a case that the disparity motion vectors are scaled based on POC difference when the high-level syntax indicates there is no scaling based on view identifier values. 2) when a motion vector is pointing to a long-term (temporal) reference picture, it may be scaled. These two issues are reported to be not aligned with the design intent thus a bug fix in the 3D-HEVC text is proposed to resolve them.
The current 3D-HEVC has the following issues:

1. When IvMvScalingFlag is equal to 0 (thus no view identifier based prediction) and the relevant motion vectors (the one from the temporal candidate and the target one) are both associated with long-term reference pictures, POC based scaling applies. 

2. When IvMvScalingFlag is equal to 1 and the relevant motion vectors are both associated with long-term reference pictures and not both associated with inter-view reference pictures, view identifier based scaling applies. 

The difference between K0053 and the solution of K0025/K0052 is that K0053 disables scaling and still uses an unscaled MV, whereas the other two mark it as unavailable.

The solution of K0053 appears simpler to solve the problem, and more consistent with MV-HEVC.

Decision(BF): Adopt K0053.
JCT3V-K0039 TDVP scaling process for AMVP in 3D-HEVC [S. Yoo, J. Nam, S. Yea (LGE)]

In the current 3D-HEVC, TMVP (temporal motion vector predictor) can be found and used both in Merge and AMVP modes. In Merge mode, when both the reference picture of the current block and the reference picture of the collocated block are inter-view pictures, the TDVP (temporal disparity vector predictor) can be scaled according to the view distance. On the other hand, AMVP only refers to the HEVC v1 specification, which means it does not consider the view distance when the temporal disparity vector is derived. In order to make both TDVP aligned, it is proposed for TDVP in AMVP to be scaled according to the view distance.

No software implementation, no cross check.
Though this change appears to be logical, it is unknown whether it would have any implication on compression performance, and therefore no action can be taken.
7 SEI messages (3)
JCT3V-K0027 Centralized Texture-Depth Packing (CTDP) SEI Message [J.-F. Yang, K.-Y. Liao, H.-M. Wang, C.-Y. Chen (NCKU)]

presented Monday p.m.
This contribution defines a modified SEI Messages for inclusion of Centralized Texture-Depth Packing (CTDP) format, which is a prior contribution, JCT3V-J0108 [1]. This contribution adds a new CTDP content interpretation type to include the packing modes with two texture-plus-depth views, limits the frame size of half-reduced depth maps to be even, and provides additional experiment results.
Depth maps are split into two tiles and packed either top/bottom or left/right

Several cases w.r.t. possible scaling of texture and depth are specified

Question: Which standard is this intended for? A: All - MPEG-2, AVC, HEVC

It is mentioned that a similar SEI message already exists in AVS

Question: Why not put the entire depth map to top or bottom? A: Better user experience (Further evidence is requested for that)

It is pointed out by other experts that cropping window could be used to remove the depth map from the display (however only one window would be applicable in case of AVC, which would disable using side-by-side and top/bottom packing)

Question: The boundary of texture and depth (e.g. with height of depth portion = 90 samples as in given examples) could be within a MB or CU. Will this potentially cause problems?

The contribution includes an idea that three depth samples are put into RGB, and the converted and downsampled in YCbCr 4:2:0. Question: Does this not introduce artifacts in the reconstruction?

The proposal contains various elements of encoder settings (e.g. downsampling of texture and depth) which is not necessary/appropriate for an SEI message

Results are shown compared against 3D-HEVC. Depth PSNR values are presented, which may not be too relevant. Regarding synthesis PSNR, clearly worse than 3D-HEVC (bit rate increase by 20-50% depending on which configuration is used).

It is reported that two Taiwanese broadcasters would be interested in using the format. Both use AVC. Q: Why do they not use MVC+depth for that purpose? A: Because they do not need to exchange the settop box, it is sufficient to put another box in between STB and display.

In a closed application domain like this, such a method could be used anyway.

Not obvious that a standard would be needed for interoperability.

No action.

(insert header J1006)

Review of SEI message in J1006 which establishes the basis of K0029 was performed Friday afternoon. The following issues were raised:

· It should be specified in the normative how the depth data are to be interpreted (this could also refer to the appropriate table in the AVC specification

· It should be specified that the depth and texture are 8 bit, 4:2:0, and that depth is only carried in luma

· One problem is the definition of the residual picture which is very much relying on the prediction that can be performed from the depth map (it is specified that the residual picture only consists of those samples that cannot be predicted without specifying what prediction means). On the other hand, the SEI message should not describe a normative projection process.
· It may not at all be necessary to precisely specify what is in the residual pictures (except that the depth maps and camera parameters are expected to make a link between samples of the base picture and this other picture). Basically, a residual picture could contain information at any pixel position, and it should be up to the synthesis algorithm to decide whether to use a sample from the residual picture or from the projected base view. The other way round, if a synthesis algorithm finds that holes still exist which are neither handled by the projection nor by the residual, it would be desirable to perform some hole-filling, but that is again outside of the SEI scope. Usually we don’t care if an encoder puts garbage (after decoding) into a bitstream or an SEI message, we don’t care as long as it is still conforming and can be decoded without crash.
· The term “residual picture” may not be misleading, since it is actually coded in the original sample domain, not a prediction residual

· there are various imprecise expressions, e.g. “size of depth views are half”, “sample wise median of same coordinates”,  “displayable view”, “top-left most sample” which should rather be expressed in a way that clarifies e.g. by specifying coordinates. 

Updated text was later provided and presented Tue a.m. 
JCT3V-K0029 Enhanced description of Alternative depth info SEI message in 3D-HEVC [T. Senoh, K. Wakunami, Y. Ichihashi, H. Sasaki, R. Oi, K. Yamamoto (NICT/NISRI)]

This contribution proposes an enhanced description of the alternative depth info SEI message for depth_type = 0 in 3D-HEVC DT6, aligning to the draft of texture and depth view packing SEI message for 3D-AVC in JTC3V-J1006r2.
Decision: Approved as per version 4 of the document, further editorial improvements up to discretion of editors

JCT3V-K0030 Results of Texture and Depth View Packing SEI message integration in ATM13.3 [T. Senoh, K. Wakunami, Y. Ichihashi, H. Sasaki, R. Oi, K. Yamamoto (NICT/NISTRI)]

This contribution reports revised results on the integration of texture and depth view packing SEI message in ATM reference software.
8 Non-normative contributions (3)
8.1 
JCT3V-K0023 An Inter-view Bit Allocation Method for MV-HEVC [H. Yuan, H. Yang (Shendong Univ.), J. Konieczny (Huawei)]

In multi-view video coding, since inter-view prediction has been adopted as an important coding tool which could improve coding efficiency greatly; inter-view dependency is inevitable, i.e. the distortion of the base view (BV) could be propagated to the non-base views (NBVs). Therefore, in order to obtain higher coding efficiency, the inter-view dependency must be taken into account for inter-view bit allocation. In this proposal, the inter-view dependency is analyzed in detail, and a rate-distortion (RD) model for NBVs is derived by taking the distortion of BV into account. Based on the derived RD model, the inter-view bit allocation is represented as a mathematical problem with an analytic form, and is solved by convex optimization method. Experimental results demonstrate the performance of the proposed method. Compared with the existing view wised fixed bit ratio (8:2, 6:4, and 4:6 for 2 view case) methods, the proposed method could achieve an average 0.383dB, 0.132dB, 0.289dB BD PSNR at the same coding bit rates.(presented Monday 19:50, chaired by JRO)

The contribution shows interesting gains, but the reported results are averaged over base view and one dependent view. It would be interesting to get information whether it becomes more non-uniform than with the current settings; furthermore, possible impact on visual quality in a multi-view/stereo scenario should be investigated.

Further study recommended, more information welcome.
JCT3V-K0028 Encoder optimization: Motion estimation for DBBP with masked SAD instead of SATD [F. Jäger (RWTH Aachen University), J. Konieczny, G. Cordara (Huawei Technologies)]

At the 6th JCT-3V meeting, a motion/disparity prediction method was introduced in JCT3V-G0106 that uses a depth-derived binary segmentation mask for the derivation of PU partitioning and for merging of two prediction signals. The method is called Depth-based Block Partitioning (DBBP). The segmentation process in JCT3V-G0106 results in two segments, for which two sets of motion parameters need to be estimated at the encoder side. Motion estimation for DBBP is performed for each segment by evaluating a masked distance measure (e.g. SATD). As SATD computes the error signal in the transform domain, this masking operation does not result in the intended optimization criterion. Consequently, this document proposes to always use a masked SAD criterion when performing motion estimation for DBBP. This encoder optimization yields 0.3% coding efficiency improvements compared to the latest anchor HTM-13.0 without any impact on the encoder complexity.
(chaired by JRO, Friday 13 18:00-)

This is a straightforward and logical approach. Several experts expressed support for this.
Decision(SW): Adopt
JCT3V-K0069 Encoder optimization: Crosscheck of motion estimation for DBBP with masked SAD instead of SATD (JCT3V-K0028) [S. Shimizu (NTT)] [late]
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11 Project planning

11.1 General issues for CEs

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs. As a general rule, it was agreed that each CE should be run under the same testing conditions using same software codebase, which should be based on either the ATM or HTM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCT3V-F1100.

A deadline of two weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-3V reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis. Exceptions must be justified, discussed on the general JCT-3V reflector, and recorded in the abstract of the summary report.

Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-3V output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-3V document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document JCT3V-E110x for CE n, where “n" is the CE number (n = 1, 2, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-3V is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-3V members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

11.1.1 Cross check

For cross checking the same steps as described in the section above should be carried out as soon as possible, but should not take more than five working days. Moreover it should be checked if integrated tools correspond to the adopted proposal. Results of cross check should be announced to the reflector. The result-sheet should be made available to the group. 

11.1.2 Procedure if cross check fails or planned delivery data cannot be held

If a planned delivery date cannot be held this should be announced to the reflector. 

If the crosscheck fails or the previous integrator has not delivered the software within 3 days or result sheet within 5 days after planned delivery date 

· the current integrator should integrate in the last cross-checked version

· the previous integrator falls back to the end of the integration plan

11.2 Common Conditions for 3D Video Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCT3V-G1100.
11.3 Software and Conformance development 
HTM software:

The Integration plans had been developed in BoG meetings chaired by G. Tech (02-13 a.m. and 02-17 a.m.)

The plan was confirmed by the plenary 02-17
 HTM-14.0 Integration plan (Starting date: February, 25th)
Track 1: Various

Coordinator: Hongbin Liu
	Item
	Integrator
	Days

	JCT3V-K0033 Depth intra skip (DIS) mode 
	Samsung
	2

	JCT3V-K0036 Position Derivation for Shifted-IVMC
	Samsung
	2

	JCT3V-K0035 Removal of Encoder Restriction of ARP Samsung
	Samsung
	1

	JCT3V-K0053 Bug fix of the 3D-HEVC specification text on the scaling of TMVP
	Qualcomm
	2

	JCT3V-K0028 Encoder optimization: Motion estimation for DBBP with masked SAD instead of SATD
	RWTH
	2


Track 2: Various

Coordinator: Yi-Wen Chen

	Item
	Integrator
	Days

	JCT3V-K0042 Simplification of DMM table derivation
	Sharp
	2

	JCT3V-K0044 Clean up of 3D-HEVC specification 
	Sharp
	1

	JCT3V-K0048 Clean up on DBBP location derivation 
	HiSilicon
	2

	Vertical MV restriction
	Sony
	2

	JCT3V-K0050 Proposed HLS Cleanup for 3D-HEVC 
	HHI
	3

	JCT3V-K0052 Proposed TMVP Fix and CU syntax cleanup for 3D-HEVC
	HHI
	2

	Chroma 4:0:0 for depth
	HHI
	1


HM16.3 Integration plan
The integration will be started based on HTM-14.0 and targets an update to HM-16.3. The update will be conducted in four steps:

1. Disabling of 3D-HEVC tools in HTM-14.0 and plain merge of HM-16.3, including renaming of variables in 3D-HEVC parts.

2. Alignment and reactivation of MV-HEVC HLS, 3D-HEVC HLS and VSO

3. Parallel tracks:

a. Alignment and reactivation of 3D-HEVC intra tools

b. Alignment and reactivation of 3D-HEVC inter tools I

c. Alignment and reactivation of 3D-HEVC inter tools II (split after integration of NBDV in IIa and IIb)

4. Merge of tracks and alignment of tracks

5. Further integrations

Work allocation

Steps 1, 2 and 4 will be conducted by the software coordinators.

Step 3 by proponents of respective tools

Alignment of intra tools (sw coordinators)

· DMMs (Philipp)

· Intra SDC (Fabian)

· DLT (Fabian)

· Single depth mode (Yi-Wen)

Alignment of inter tools I (sw coordinators)

· TMVP ( Alt ref idx + IV MV scaling) (Ying)

· Illumination compensation (Ikai)

· QTL (Joel)

Alignment of inter tools II (sw coordinators)

· NBDV (Samsung/Qualcomm)

· Depth Refinement (MediaTek)

Alignment of inter tools IIa

· DBBP (Fabian)

· Inter SDC (Sehoon)

· Residual prediction (Li Zhang)

Alignment of inter tools IIb

· Merge list construction (Gun)
· VSP candidates (Shimizu)

· IV MV, IV MV shift (MediaTek), DV, DV shift candidates (Hongbin)

· MPI candidates (MediaTek)

Further integrations

· SEI messages (leave to AHG to identify responsible persons)
· Hybrid scalability (clarify with SHM developers which of this can be shared; encoder will be needed specifically for MV for the conformance testing)
· Vertical MV restriction (Sony)
· Some MV-HEVC HLS related (POC reset) (Gerhard)

· Auxiliary picture layers using VSO (Gerhard)

Integration

Same procedure as for adoptions.

Configuration

· Turning off range extension tools

· Depth 4:0:0

Timeline

Start after release of HTM-14.0 and finalization of 3D-HEVC specification: 

Starting date: April, 1st.

It is assumed that each item takes about 1 week, such that the integration will take about 3 month. 

It is to the discretion of the software coordinators to set up a time line for the integration and request proponents to finish integration by a given date.

Integration Procedure & Guidelines

Integration is done in a serial way. Each integrator cross-checks the version provided by his predecessor.  The cross check for the last version is carried out by the software coordinators.

Integration Guidelines

When integrating 

· software changes should be enclosed by macros switchable by defines including company and proposal number e.g.

#define MYCOMPANYS_DEPTHFILTER_JCT3V_B0555  1

#if MYCOMPANYS_DEPTHFILTER_JCT3V_B0555
// do stuff

#endif

· new tools should be made switchable in the cfg-file if reasonable 

· cfg-files should be updated

Delivery of software

Before delivering the software to the next integrator it should be checked if

· the software compiles under windows and linux

· software compiles and delivers same results as previous version when integrated tools are disabled by macro or cfg-settings

· there are encoder-decoder mismatches

· there are memory leaks by measuring maximum memory consumption (or specific tools e.g. valgrind) is 

· visual quality is not disturbed

Additional to the software cfg-files that reflect proposed settings and an excel sheet with coding results should be provided. Software and cfg-files should be delivered by checking it in to the corresponding (HTM or ATM) software repositories. 

When software is delivered this should be announced to the reflector. Moreover, every further change on the software should be announced. If there is a delay in integration this should be communicated to the reflector. 
The following workplan for conformance was approved in the Tue AM plenary:

Reference software HTM 14 available date:


2015/03/20/

Generation of the bitstreams based on HTM 14.0:

2015/04/05
Check finished/uploading of the final 
bitstream packages for DAM:




2015/04/20
11.4 Software repositories 

11.4.1 HTM

HTM software can be checked in

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/
Therefore for each integrator an own software branch will be created by the software coordinator containing the current anchor version or the version of the previous integrator:

e.g.  branches/0.7-mycompany
The branch of the last integrator will become the new release candidate tag.

e.g. tags/0.8rc1

This tag can be cross-check by the group for. If no problems occur the release candidate will become the new tag after 7-days:

e.g. tags/0.8

If reasonable intermediate release candidate tags can be created by the software coordinator. 

11.4.2 ATM

An official release of the 3DV-ATM software can be checked out by mpeg3dv SVN users from the following location:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/
Following every MPEG 3DV meeting, software coordinator creates a new branch for the integration of adopted proposals:
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/
(Note: Would be desirable to rename “mpeg3dv” to “jct3v”)

Software integrator checks-out the software from integration branch at its turn of integration plan and integrates proposal as it is specified in Section 12.3. 

Software integrator communicates a new software version over the email list to the cross-checker and to the software coordinator.

The software coordinator checks-in to the integration branch every new software integration with confirmed cross-check, as it is specified in Section 12.3. 

Once the integration plan is completed, the software coordinator cross-check version available in the integration branch and checks-in a new official release of the 3DV-ATM to the http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/. 

11.5 List of Adoptions 
(chaired by JRO, Tue 17 AM)
The following list was approved, no objections were made:
JCT3V-K0033 3D-CE1: Depth intra skip (DIS) mode 

Decision: Adopt K0033 test 1. (According to meeting notes JCT3V-K0051 "Cleanup of Single Depth Intra Mode Simplification" is a part of K0033 test 1.)
JCT3V-K0050 Proposed HLS Cleanup for 3D-HEVC 

Decision: Adopt items 1,2,3 of K0044

(for item 4 on SPS – see above)

JCT3V-K0035 Removal of Encoder Restriction of ARP 

Decision: Adopt.

JCT3V-K0036 Position Derivation for Shifted-IVMC 

Decision: Adopt Note: K0043 test 2 is technically identical, but several experts prefer the editorial solution of K0036

JCT3V-K0042 Simplification of DMM table derivation 

Decision: Adopt JCT3V-K0042 
JCT3V-K0045 Bug Fix for Texture-dependent Depth Partitioning 


Decision: Adopt 

JCT3V-K0048 Clean up on DBBP location derivation 

Item1: Correcting the misalignment of text and software (changing the software in the way as described in the text which is slightly simpler and gives compression benefit for Poznan Street)

Decision (SW/BF): Adopt item 1

JCT3V-K0052 Proposed TMVP Fix and CU syntax cleanup for 3D-HEVC 

Decision(cleanup): Adopt the part for the second bullet.

JCT3V-K0053 Bug fix of the 3D-HEVC specification text on the scaling of TMVP 

Decision(BF): Adopt K0053.

JCT3V-K0028 Encoder optimization: Motion estimation for DBBP with masked SAD instead of SATD 

Decision(SW): Adopt

JCT3V-K0065 On maximum number of direct and indirect reference layers in the 3D main profile [G. Tech, K. Sühring, D. Marpe (HHI)] [late]

Decision: Adopt the text proposed in v2
JCT3V-K0029 Enhanced description of Alternative depth info SEI message in 3D-HEVC [T. Senoh, K. Wakunami, Y. Ichihashi, H. Sasaki, R. Oi, K. Yamamoto (NICT/NISRI)]

Decision: Approved as per version 4 of the document, further editorial improvements up to discretion of editors

12 Establishment of ad hoc groups 
The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-3V reflector (jct-3v@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-3V project management (AHG1)

(jct-3v@lists.rwth-aachen.de)

· Coordinate overall JCT-3V interim efforts.

· Report on project status to JCT-3V reflector.

· Provide report to next meeting on project coordination status.


	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	3D-HEVC Draft and MV-HEVC / 3D-HEVC Test Model editing (AHG2)

· Produce and finalize JCT3V-K1001 3D-HEVC Draft Text 7.

· Produce and finalize JCT3V-K1003 3D-HEVC and MV-HEVC Test Model 11.

· Gather and address comments for refinement of these documents.

· Coordinate with the HTM software Integration AHG to address issues relating to mismatches between software and text.
· 
	G. Tech, K. Wegner (co-chairs), J. Boyce, Y. Chen, M. Hannuksela, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	MV-HEVC / 3D-HEVC Software Integration (AHG3)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the HTM software and its distribution to JCT-3V members.

· Produce documentation of software usage for distribution with the software.

· Prepare and deliver HTM-14.0 software version and the reference configuration encodings according to JCT3V-G1100 based on common conditions suitable for in the core experiment (expected within four weeks after the meeting).

· Start integrating HTM-15.0 aligned with HM16.3 or higher 

· Prepare and deliver the Draft 3 of MV-HEVC software JCT3V-K1009 and Draft 1 of 3D-HEVC software JCT3V-K1012.
· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Coordinate with 3D-HEVC Draft and MV-HEVC / 3D-HEVC Test Model editing to identify any mismatches between software and text.
	G. Tech, H. Liu (co-chairs), Y. W. Chen, K. Wegner (vice chairs)
	N

	3D Coding Verification Testing (AHG4) 
(jct-3v@lists.rwth-aachen.de)

· Prepare a set of test sequences and encodings to be used in upcoming MV-HEVC and 3D-HEVC verification testing.
· Implement the MV-HEVC and 3D-HEVC verification test plan JCT3V-K1002.
· Prepare viewing logistics for 12th JCT-3V meeting.

	V. Baroncini, K. Müller, S. Shimizu, A. Vetro, S. Yea (co-chairs)
	N

	Texture/depth view packing (AHG5)

(jct-3v@lists.rwth-aachen.de)

· To investigate approaches that would enable interoperability between depth map generation and view synthesis in the context of the SEI message.

· To discuss and improve JCT3V-K1006.

 
	T. Senoh (chair)
	N

	AVC Conformance testing development (AHG6)

(jct-3v@lists.rwth-aachen.de)

· Further discuss and improve the conformance draft related to 3D-AVC (JCT3V-K1004).
· Collect the conformance test streams.
	T. Suzuki (chair), D. Rusanovskyy, D. Tian, Y. W. Chen (vice chairs)
	N

	HEVC Conformance testing development (AHG 7)

(jct-3v@lists.rwth-aachen.de)

· Further discuss and improve the conformance draft related to MV-HEVC and 3D-HEVC (JCT3V-K1008).

· Collect the conformance test streams.
	Y. Chen, T. Ikai, S. Shimizu, T. Suzuki (co-chairs)
	N


13 Output documents
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

(it was communicated by the chair that only the subsequent lists of adoptions is relevant, and in case of contradiction with any of meeting notes above the latter are considered invalid in first place)


JCT3V-K1000 Meeting Report of 11th JCT-3V Meeting [J.-R. Ohm, G. J. Sullivan] (before next meeting)
(Note: Initial versions of the subsequent draft documents should be uploaded by the end of the meeting, continually updating to be performed until the final the version is released)

JCT3V-K1001 3D-HEVC Draft Text 7 [G. Tech, K. Wegner, Y. Chen, S.Yea] (Text of ISO/IEC 23008-2:201x FDAM1, WG 11 N15136 and submission for ITU consent) [2015-03-27]
DoC for ISO/IEC N15135 was reviewed

Discussion on FI3 - direct_dependency_type:

· add new dependency type for CU syntax dependency, specifically for QTL. 
· otherwise, dependency is handled as intended in MV-HEVC, i.e. it is indicated which information is referred to in a certain dependency type, e.g. for the purpose of storing it.
Summary of Adoptions for 3D-HEVC draft text 7: See under 9.5
JCT3V-K1002 MV-HEVC / 3D-HEVC Verification Test Plan [K. Müller, S. Shimizu] (WG11 N15142) [15-03-06] 

JCT3V-K1003 Test Model 11 of 3D-HEVC and MV-HEVC [Y. Chen, G. Tech, K. Wegner, S. Yea] (WG 11 N15141) [2015-04-30]
Summary of Adoptions for 3D-HEVC test model 11: See under 9.5
JCT3V-K1004 Draft 5 of 3D-AVC Conformance [D. Rusanovskyy, D. Tian, T. Suzuki] (Text of ISO/IEC 14496-4:2004 FDAM43, WG 11 N15117) [2015-04-30]
DoC for ISO/IEC N15116 was reviewed

JCT3V-J1005 Draft 5 of 3D-AVC Reference Software [D. Tian, D. Rusanovskyy] (ISO/IEC 14496-5:2001 FDAM35, WG 11 N14948)
remains valid 
JCT3V-K1006 Draft 2 of Texture/Depth View Packing SEI Message [T- Senoh, Y. Chen, M. M. Hannuksela, J.-R. Ohm] [2015-03-06]


JCT3V-J1007 Draft 2 of MFC plus Depth [P. Yin, M. Hannuksela, Y. Chen, J.-R. Ohm, G. J. Sullivan] (ISO/IEC 14496-10:2014 DAM1, WG11 N14953) [2014-11-07]
remains valid
JCT3V-K1008 MV-HEVC and 3D-HEVC Conformance Draft 3 [Y. Chen, T. Ikai, S. Shimizu, T. Suzuki] (ISO/IEC 23008-8:201X DAM1, WG11 N15154) [2015-04-20]
DoC for ISO/IEC M15153 was reviewed
JCT3V-K1009 MV-HEVC Software Draft 3 [G. Tech] ISO/IEC 23008-5:201X DAM2, WG11 N15148) [2015-04-20]

DoC for ISO/IEC N15147 was reviewed
JCT3V-K1010 MFC+Depth Software Draft 2 [P. Yin, D. Tian] (ISO/IEC 14496-5:2001 DAM39, WG11 N15121) [2015-03-31]

DoC for ISO/IEC N15120 was reviewed
JCT3V-K1011 MFC+Depth Conformance Draft 2 [P. Yin, D Tian] (ISO/IEC 14496-4:2004 DAM45, WG11 N15119) [2015-03-31]
DoC for ISO/IEC N15118 was reviewed
JCT3V-K1012 3D-HEVC Software Draft 1 [G. Tech, H. Liu, Y. W. Chen] (ISO/IEC 23008-5:201X PDAM4, WG11 N15152) [15-04-06]

JCT3V-K1013 Corrections to 3D-AVC [M. Hannuksela, S. Shimizu, L. Zhang] (ISO/IEC 14496-10:2014 DCOR1, WG11 N15122) [2015-03-06]
(provide both versions with JCT3V and MPEG headers)

JCT3V-G1100 Common Test Conditions of 3DV Core Experiments remains valid
14 Future meeting plans, expressions of thanks, and closing of the meeting

The document upload deadline for the 12th meeting of the JCT-3V will be June 15, 2015, 2359 MET (Geneva/Paris time zone). Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Friday or Saturday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting); 
· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Saturday or Sunday prior to such meetings, or starting it at the same day and closing it on the last day of the WG 11 meeting);

· In cases where JCT-3V meets during the first week of the SG16 meeting under ITU-T auspices, and co-located with an MPEG meeting at a nearby meeting place, the meeting dates could also be approximately aligned with the MPEG meeting.
Some specific future meeting plans were established as follows:
· 20-26 June 2015 under WG 11 auspices in Warsaw, PL

· 17-21 Oct. 2015 under ITU-T auspices in Lucca, IT
· 22-26 Feb. 2016 under WG 11 auspices in San Diego, US.

· 27-31 May 2016 under ITU-T auspices in Geneva, CH.
ITU was thanked for the excellent hosting of the 11th meeting of the JCT-3V.
It was also reminded that final output documents (if also registered under a WG11 output doc number) have to be uploaded separately with a WG11 header.  To do this in a timely fashion is particularly important for standards submitted for ballot, which should be sent to the chairs by the due date.
It was also reminded that slide presentation decks should be made available.

The JCT-3V meeting was closed at approximately 1649 hours on Tuesday 17 Feb. 2015.
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