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Summary

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its third meeting during 17-23 Jan 2013 at the ITU-T premises in Geneva, CH. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
The meeting was mainly held in a “single track” fashion, with few breakout activities (as documented in this report) held in parallel. Several plenary sessions were chaired by Dr Anthony Vetro and Dr Karsten Müller, particularly in cases when neither of the two chairs was able to attend due to commitments in other groups or joint meetings. It was usually avoided to make decisions which might cause objections in such cases.
The JCT-3V meeting sessions began at approximately 0900 hours on Thursday 17 Jan 2013. Meeting sessions were held on all days until the meeting was closed at approximately 1300 hours on Wednesday 23 Jan. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a collocated fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The primary goals of the meeting were to review the work that was performed in the interim period since the first JCT-3V meeting in producing 

· the 5th version of specification Draft of the MVC extension by depth maps (which had been issued as an ISO/IEC Study of DAM document); 
· the 4th version of specification Draft of the AVC 3D extension framework (3D-AVC, which had been issued as an ISO/IEC Proposed Draft Amendment document); 

· the 4th test model of the AVC 3D extension framework (3D-AVC), and associated software; 
· the 2nd version of draft text of the Multiview HEVC extension (MV-HEVC); 
· the 2nd test model of the HEVC 3D extension framework (3D-HEVC) and associated software;
· the Draft of MVC plus depth conformance specification.
Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

The JCT-3V produced XX particularly important output documents from the meeting: 
· MVC Extension for Inclusion of Depth Maps Draft Text 6 (ISO/IEC 14496-10:2012/FDAM2, submitted to SG16 for consent)
· Draft Text 5 of 3D-AVC (Study of ISO/IEC 14496-10:2012/PDAM2)
· Test Model 5 of 3D-AVC, and associated software
· Draft Text 3 of MV-HEVC (ISO/IEC 23008-2:200X/PDAMX)
· Test Model 3 of 3D-HEVC (includes MV-HEVC as subset), and associated software
· Work Plan in 3D Standards Development

· NAL unit header and parameter set designs for HEVC extensions (jointly with JCT-VC)

· Draft 2 of MVC plus Depth Conformance (ISO/IEC 14496-4:200X/PDAMXX)
· Draft XX of Multi-resolution Frame Compatible Stereo (ISO/IEC 14496-10:2012/PDAM3)
· Common Test Conditions of 3DV Core Experiments 
Moreover, plans were established to conduct XX future CEs in the interim period until the next meeting.

For the organization and planning of its future work, the JCT-3V established XX "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next four JCT-3V meetings are planned for 20-26 April 2013 under WG 11 auspices in Incheon, KR, 27 July – 02 Aug 2013 under WG 11 auspices in Vienna, AT, 24-30 Oct 2013 under ITU-T auspices in Geneva, CH, and 11–17 Jan. 2014 under WG 11 auspices in San Jose, US.

The document distribution site http://phenix.it-sudparis.eu/jct3v/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-3V and all of its AHGs is jct-3v@lists.rwth-aachen.de. 
Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-3V are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its third meeting during 17-23 Jan 2013 at the ITU-T premises in Geneva, CH. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). A couple of sessions were also chaired by Dr Anthony Vetro (MERL/USA) and/or Dr Karsten Müller (FhG-HHI/Germany).
1.2 Meeting logistics

The JCT-3V meeting sessions began at approximately 0900 hours on Thursday 17 Jan 2013. Meeting sessions were held on all days until the meeting was closed at approximately 1300 hours on Wednesday 23 Jan. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a collocated fashion with a meeting of ITU-T SG16 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.
Information regarding preparation and logistics arrangements for the meeting had been provided via the email reflector jct-3v@lists.rwth-aachen.de. 
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the first JCT-3V meeting in producing 

· (update as above).

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

1.4 Documents and document handling considerations

1.4.1 General

The documents of the JCT-3V meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct3v/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding … simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of contexts, number of context-coded bins, etc.) … "Decision (Compl.):"

This meeting report is based primarily on notes taken by the chairs and projected (if possible) for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp (http://wftp3.itu.int/av-arch/jct3v-site/) during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.

1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Thursday, 10 Jan 2013.

Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Friday 11 Jan 2013 were considered "officially late".

Most documents in this category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCT3V-C0XXX to JCT3V-C0xxx were registered after the "officially late" deadline (and therefore were also uploaded late). Some documents in the "B0xxx+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following other technical proposal contributions were registered in time but were uploaded late:

· JCT3V-C0XXX (a technical proposal on ...) [uploaded 01-XX]

· ...
The following other documents not proposing normative technical content were registered in time but uploaded late:

· JCT3V-C0xxx (a proposal for ...)
· ...
The following cross-verification reports were uploaded late: JCT3V-C0xxx, ... .
The following document registrations were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCT3V-C0xxx, ....
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

(the following case did not happen in the current meeting)

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCT3V-C0XXX (a contribution of ... , corrected ...)

· ...

A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).

Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report (JCT3V-B1000), the MVC extension for inclusion of depth maps draft text 5 (JCT3V-B1001), the 3D-AVC draft text 4 (JCT3V-B1002) and test model 4 (JCT3V-B1003), the multi-view MV-HEVC draft text 2 (JCT3V-B1004), the 3D-HEVC test model 2 (JCT3V-B1005), and the draft of MVC plus depth conformance spec (JCT3V-B1008), which had been produced in the interim period, were approved. The ATM and HTM reference software packages produced by AHG4 and AHG5 on software development, and the software technical evaluations were also approved.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

1.5 Attendance

The list of participants in the JCT-3V meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on 3D video coding projects guidance

· Consideration of 3D video coding technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-3V and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-3V as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jct3v-site (JCT-3V contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-3v/index.html (JCT-3V general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.8 Software copyright disclaimer header reminder

It was noted that it is our understanding according to the practices of the parent bodies to make reference software available under copyright license header language which is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as e.g. recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software header is currently used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the 3D video standard(s) and for use as the basis of products to promote adoption of the technology. This is likely to require further communication with and between the parent organizations.
Reportedly, both ATM (AVC related) and HTM (HEVC related) software packages that are used in JCT-3V follow these principles. The view synthesis software used for non-normative post processing is included in the HTM package and also has the BSD header.
1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct3v/. Furthermore, the site http://ftp3.itu.int/av-arch/jct3v-site was used for distribution of the contribution document template and circulation of drafts of this meeting report.

Communication of JCT-3V is performed via the list jct-3v@lists.rwth-aachen.de (to subscribe or unsubscribe, go to http://mailman.rwth-aachen.de/mailman/listinfo/jct-3v). 
It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AMVP: Advanced motion vector prediction.

· ATM: AVC based 3D test model
· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· B-VSP: Backward view synthesis prediction.

· CABAC: Context-adaptive binary arithmetic coding.

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted between two subsequent JCT-3V meetings and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· DC: Disparity compensation

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DMC: Depth based motion competition.

· DMM: Depth modeling mode.

· DRPS: Depth-range parameter set.

· DRWP: Depth-range based weighted prediction.

· DT: Decoding time.

· DV: Disparity vector

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· HTM: HEVC based 3D test model
· IC: Illumination compensation

· IVMP: Inside-view motion prediction (which means motion for depth component is inherited from texture component motion) Note: “IV” and other acronyms should be used consistently
· IVRC: Inter-view residual prediction.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-3V).

· MPI: Motion parameter inheritance.

· MV: Motion vector.

· NAL: Network abstraction layer (HEVC/AVC).
· NBDV: Neighbored block disparity vector (used to derive unavailable depth data from reference view’s depth map)
· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUT: NAL unit type (HEVC/AVC).

· PDM: Predicted Depth Map
· POC: Picture order count.

· PPS: Picture parameter set (HEVC/AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· RQT: Residual quadtree.

· SAO: Sample-adaptive offset.

· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.

· SPS: Sequence parameter set (HEVC/AVC).

· Unit types:

· CTB: code tree block (synonymous with LCU or TB).

· CU: coding unit.

· LCU: (formerly LCTU) largest coding unit (synonymous with CTB or TB).

· PU: prediction unit, with four shape possibilities.

· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (synonymous with LCU – LCU seems preferred).

· TU: transform unit.

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-3V).

· VPS: Video parameter set.

· VS: View synthesis.

· VSO: View synthesis optimization (RDO tool for depth maps).

· VSP: View synthesis prediction.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-3V did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

New work item: MFC
Urgent need for coordination with JCT-VC on HL syntax 3D/SHVC
1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized as follows.

· AHG reports (section 2) (14)
· CE1. View synthesis prediction and related (section 4.1) (22+6)
· CE2: Disparity vector derivation and related (section 4.2) (5+16)
· CE3: Inter-component prediction and related (section 4.3) (5+3)
· CE4: Residual prediction and related (section 4.4) (5+3)
· CE5: Inter-view / motion prediction and related (section 4.5) (10+7)
· CE6: Depth intra coding and related (section 4.6) (11+19)
· CE7: Coded depth representation (section 4.7) (3)
· 3DV Standards Development (section 5.1) (3+3+3+8)
· High-Level Syntax (section 5.2) (4+14)

· Other technical contributions on coding layer (section 5.3) (13+9)
· Conformance testing (section 5.4) (0)
· Software (section 5.5) (3)
· Source Video Test Material (section 5.6) (1)
· Alternative Depth Formats (section 5.7) (4)
· Non-normative Contributions (section 5.8) (2)
· Quality assessment (section 5.9) (2)
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

2 AHG reports

The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.

JCT3V-C0001 JCT-3V AHG Report: JCT-3V project management [J.-R. Ohm, G. J. Sullivan]
JCT3V-C0002 JCT-3V AHG report: MVC+D / 3D-AVC Draft and Test Model editing (AHG2) [M. M. Hannuksela, S. Hattori, Y. Chen, T. Suzuki, J.-R. Ohm, G. J. Sullivan]
2 deviations between software and text

Test model document not fully up to date (some contributions missing as listed in the report)

Action: Separate editor for test model (revisit)

Contact contributors of technology personally, remind them about their duties

If not delivered in a reasonable time, possibly remove technology from spec.

JCT3V-C0003 JCT-3V AHG Report: MV-HEVC / 3D-HEVC Test Model editing (AHG3) [G. Tech, K. Wegner, Y. Chen, T. Suzuki, S. Yea, J.-R. Ohm, G. J. Sullivan] 
Deviation between SW and text: SW based on HM6, text on HM8

To split further version of the 3D-HEVC test model document in two files: One containing the test model description and one containing working draft text of Annex G.
Migration into HM10 (text/software)? One option could be to start the migration with MV-HEVC related part first (until next meeting), and specific 3D tools afterwards.
JCT3V-C0004 AHG4: 3D-AVC Software Integration (AHG4) [Dmytro Rusanovskyy, J. Y. Lee, J.Lin, D. Tian, O.Stankiewicz]

Software delivered on time
Inconsistency found with adoption JCT3V-B0054 (was afterwards disabled in CTC)

Improvement compared to ATM 5: Approx. 2% total BR reduction (coded views)
JCT3V-C0005 JCT-3V AHG Report: 3D-HEVC Software Integration (AHG5) [G. Tech, L. Zhang, Y. Chang, K. Wegner] 
Software delivered on time

Improvement compared to ATM 5: Approx. 1% total BR reduction (coded views)

Migration into HM10: see above under AHG3
JCT3V-C0006 JCT-3V AHG Report: 3D Coding Tool Testing (AHG6) [K. Mueller, A. Vetro] 

JCT3V-C0007 JCT-3V AHG Report: 3D High level syntax (AHG7) [Y. Chen, T. Rusert] 
JCT3V-C0008 JCT-3V AHG Report: Alternative 3D Formats (AHG8) [M. Tanimoto, T. Senoh]
Viewing will be prepared by N. Stefanofski
JCT3V-C0009 JCT-3V AHG Report: 3D Quality Assessment (AHG9) [T. Ebrahimi, A. Vetro, V. Baroncini] 

Preparation of verification tests on MVC+D and 3D-AVC (could use same data that would be prepared for the collaboration with Qualinet
Potential test for MVC+D: Comparison of 2-view +D against 4-view MVC with same range of baseline between outer views
JCT3V-C0010 JCT-3V AHG Report: Inter Component Dependencies (AHG10) [J. Jung, J.-L. Lin]
No activity on assessing memory complexity; doc. JCT3V-C0170 could give a first step in that direction.
AHG report includes some more detailed analysis of various tools with inter-component dependencies.

For 3D-HEVC, deactivating the tools with inter-component dependency  increases the bitrate by approx. 2.8%  (for coded views).

Another contribution (JCT3V-C0168) not listed in the AHG report investigates impact of disabling texture-to-depth prediction

JCT3V-C0011 JCT-3V AHG Report: 3D Test Material (AHG11) [T. Wiegand, S. Yea] 

New sequences offered by NICT: 4K-stereo, 3-camera+1-depth, CG content
Partially not rectified, no camera data.

Viewing session to be prepared.

Another offer for holoscopip material

JCT3V-C0012 JCT-3V AHG Report: Conformance testing development (AHG12) [T. Suzuki, D. Rusanovskyy]

No bitstreams available yet, partially due to problem with reference software (interlaced), but it is asserted to be possible generating all bitstreams until the next meeting.
JCT3V-C0013 JCT-3V AHG Report: DV constraint (AHG13) [Y.-W. Chen, I. Tomohiro] 

To be clarified: What are possible maximum disparity ranges in realistic non-rectified pictures?
JCT3V-C0014 JCT-3V AHG Report: Reduced Resolution Depth Coding (AHG14) [K. Wegner, S. Shimizu]
one input on asymmetric video resolution (JCTVC-0056), no input on comparing impact of full-resolution versus reduced-resolution depth (neither for 3D-HEVC nor 3D-AVC). Problem with software implementations, as in both software packages some tools exist which are not capable to operate with both full and reduced resolution.
3 Project development, status, and guidance

3.1 Communication by parent bodies
No contributions noted.
3.2 Project planning
No contributions noted.
4 Core experiments

4.1 CE1: View synthesis prediction

4.1.1 Summary
JCT3V-C0021 3D-CE1 Summary Report on View Synthesis Prediction [S. Shimizu, F. Jäger] 

CE1a: CE results
	
	Warping block size
	Disparity vector derivation
	VSP ref. pic. in RefPicList
	Sub-MB skip/direct flag
	Coded PSNR, Total bitrate
	Synthesis PSNR, Total bitrate
	Decoder time

	Anchor
	2x2
	
	Y
	N
	
	
	

	JCT3V-C0053
	2x2
	
	Y
	Y
	0.02%
	-0.01%
	

	JCT3V-C0130
	4x4
	Maximum
	Y
	N
	-0.03%
	-0.05%
	97.48%

	JCT3V-C0130
	4x4
	Average
	Y
	N
	0.04%
	0.07%
	96.84%

	JCT3V-C0053
	2x2
	
	N
	Y
	-0.17%
	-0.16%
	

	JCT3V-C0130
	4x4
	Maximum
	N
	N
	-0.19%
	-0.14%
	95.25%

	JCT3V-C0130
	4x4
	Average
	N
	N
	0.44%
	0.58%
	98.94%


(additional tables are in an updated version of the document on non-CE results)

Best performance from C0130, using 4x4 block size, VSP not in reference list (i.e. only skip/direct, no B prediction), maximum vector for 4x4 block

Agreement:
· VSP not smaller than 4x4, derivation by maximum vector of 4 corner values

Further discussion was performed on:

· 4x4 or 8x8. Several experts expressed preference for 8x8 (reported in JCT3V-C0169 0.13% BR increase compared to 4x4). Some concern expressed regarding software implementation, should be unified with motion comp module. Yu-wen and Yin will investigate the software and report back. Revisit.
· VSP in ref pic list. In current CTC no benefit is observed (BR decreases by 0.15% when VSP is removed from the list. Some experts expressed opinion that a removal might give up flexibility e.g. in the >2 view case. Would disable B pred in case of VSP, flexibility to choose the reference view and disallow additional motion comp. JCT3V-C0063 suggests a flag at the slice level that would either enable the ref pic list or the unidirectional flag approach. Such a solution would be undesirable because it would mean that both methods need to be implemented at the decoder. C0063 also suggests that in case of 4x4 VSP bi-prediction should be disabled (agreed). Keep the design as is, investigate in CE and decide by next meeting.
· sub-MB skip/direct. JCT3V_C0200 was presented which reported gains of sub-MB skip/direct of 0.03% BR reduction, while complexity is increased. This was done with 2x2 VSP blocks. The proponents of sub-MB SD explain that the gain of their method seems not to be additive with other tools adopted by the last meeting (B0149, B0081, B0151), but the gain would still be observable when ref index signalling for VSP would be removed. Decision: Remove sub-MB skip/direct, but further investigate in CE whether it would give benefit without ref index signalling.
CE1h and related (NBDV=neighboring block disparity vector, used to fetch the depth value from the reference view, which is then used for VSP)

Block-based means that processing block by block is possible (not necessarily that the synthesis is using one disparity vector per block)

	
	Warping Direction
	Block-based
	Derivation of depth
	Usage of VSP
	video PSNR /total bitrate
	synth PSNR /total bitrate
	Dec time
	Anchor

	JCT3V-C0087
	Fwd
	Y
	
	Merge/RefIdx
	-0.8%
	-0.7%
	106.5%
	CTC

	JCT3V-C0100
	Bwd
	Y
	NBDV
	Merge/RefIdx
	-0.4%
	0.6%
	102.9%
	CTC

	JCT3V-C0104
	Fwd
	N
	
	Merge/RefIdx
	-0.8%
	-0.7%
	150.8%
	CTC

	JCT3V-C0152
	Bwd
	Y
	NBDV
	Merge/RefIdx
	-1.0%
	-0.9%
	103.3%
	CTC

	JCT3V-C0163
	Fwd
	N
	
	New mode
	-0.9%
	-4.5%
	201.5%
	CTC (but proposal uses different QP than anchor in dep. view)

	JCT3V-C0171
	Bwd
	Y
	FCO
(Co-located from same view, depth coded before texture)
	Merge/RefIdx
	1.4%
	0.7%
	
	Non-CTC


Best results with C0152, which uses pixel-based view synthesis. It is however additionally reported that using synthesis based on 4x4 units is not significantly worse (-0.8%)

CE1h: Methods of disparity vector refinement (these methods are not using view synthesis prediction, but rather use a derived disparity for AMVP/merge)
	
	Derivation of depth
	Representative depth
	video PSNR /total bitrate
	synth PSNR /total bitrate
	Dec time
	Anchor

	JCT3V-C0131
	NBDV
	Maximum
	-0.6%
	-0.5%
	102.8%
	CTC

	JCT3V-C0112
	NBDV
	Adaptive
	-0.6%
	-0.4%
	99.5%
	CTC (?)

	JCT3V-C0132
	Co-located

(FCO)
	Maximum
	1.9%
	1.2%
	101.1%
	Non-CTC


4.1.2 CE contributions

4.1.2.1 AVC
JCT3V-C0053 3D-CE1.a: Results on GVSP [X. Zhao, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)]
was reviewed in context of CE summary
JCT3V-C0203 CE1.a: Crosscheck on Qualcomm Proposal JCT3V-C0053 [Y. Zhang (Zhejiang University)] [late]

JCT3V-C0222 3D-CE1.a cross-check on GVSP (JCT3V-C0053) [C.-L. Wu, Y.-L. Chang (MediaTek)] [late] 

JCT3V-C0130 3D-CE1.a: Inter-view skip/direct mode with sub-partition scheme [C.-L. Wu, Y.-L. Chang, Y.-P. Tsai, S. Lei (MediaTek)]

was reviewed in context of CE summary

JCT3V-C0173 CE1.a: Cross check on MediaTek Proposal JCT3V-C0130 [P. Aflaki, D. Rusanovskyy (Nokia)]

JCT3V-C0182 3D-CE1.a: Crosscheck results on Inter-view skip/direct mode with sub-partition scheme (JCT3V-C0130) [S. Shimizu, S. Sugimoto (NTT)] [late]

4.1.2.2 HEVC
JCT3V-C0087 3D-CE1.h: Forward Warping Block-based View Synthesis Prediction [Y. Zhang, Y. Zhao, L. Yu (Zhejiang University)]

This contribution describes the implementation of the Forward warping Block-based View Synthesis Prediction (FBVSP) on HTM. FBVSP estimates a window in base view, i.e., reference block, by only using the dependent view depth map. Then pixels in the reference block are warped to a target block in dependent view to be prediction samples. The overall bitrate savings on the coded and synthesized views are +0.4% for XGA sequences and -1.6% for HD sequences compared to HTM-5.1 and the decoding time is 106.5% for all sequences on average, where VSP is turned on for all frames of dependent-view texture and depth. The maximum bitrate savings of texture on dependent left and right views are -15.0% and -13.9%, respectively. In comparison to HTM-5.1-VSP, the overall bitrate savings on the coded and synthesized views are 0.0% for XGA sequences and +0.1% for HD sequences while the decoding time is 55.0% of HTM-5.1-VSP.

PPT presentation upload.
Significant reduction of decoding time relative to the current VSP module of HTM (which is not in CTC)
JCT3V-C0180 3D-CE1.h: Cross check on forward warping block-based view synthesis prediction (JCT3V-C0087) [X. Zhao (Qualcomm)] [late]

JCT3V-C0100 CE1.h: Backward Projection based View Synthesis Prediction using Derived Disparity Vector [S. Shimizu, S. Sugimoto, H. Kimata (NTT)] 

This contribution proposes a backward projection based View Synthesis Prediction (B-VSP). B-VSP allows generating synthetic picture only for VSP coded blocks. The depth map for VSP coded block is generated by disparity compensation prediction from a reference view, where disparity vectors are derived from the neighbouring already-coded blocks. The average bitrate savings for the coded views are +0.5% for XGA sequence, -1.0% for HD sequences, and -0.4% for all sequences. The decoding time increase is about 3% on average for all sequences. The maximum bitrate savings of texture on the dependent left and right views are -10.8% and -7.9%, respectively, for Undo_Dancer sequence.
JCT3V-C0144 3D-CE1.h related: Crosscheck results on NTT BVSP (JCT3V-C0xxx) [Y.-L. Chang (JCT3V-C0100)] [late]

JCT3V-C0104 CE1.h: View Synthesis Prediction using Forward Warping [S. Shimizu, S. Sugimoto, H. Kimata (NTT), F. Zou, D. Tian, A. Vetro (MERL)] 

View synthesis prediction (VSP) is a technique to remove interview redundancies among video signal from different viewpoints, in which synthetic pictures are first generated and then used as references to predict a current picture. A forward warping based VSP scheme has been studied and was adopted as a branch version of HTM. In this document, we presented the VSP scheme which is implemented on the top of HTM 5.1. The overall bitrate savings are -0.8% and -0.7% for coded and synthesized views, respectively. The maximum bitrate savings of texture on the dependent left and right views are -14.2% and -13.4%, respectively, for Undo_Dancer sequence.

PPT to be provided.
Option to enable VSP at sequence/picture/slice level
JCT3V-C0131 3D-CE1.h: Depth-oriented neighboring block disparity vector (DoNBDV) with virtual depth retrieval [Y.-L. Chang, C.-L. Wu, Y.-P. Tsai, S. Lei (MediaTek)]


In current HTM, the neighboring block disparity vector (NBDV) mode is used to replace the original predicted depth map (PDM) for inter-view motion prediction. In this contribution, a new estimated disparity vector – depth oriented neighboring block disparity vector (DoNBDV) is proposed to enhance the accuracy of the NBDV by utilizing the coded depth map. By referring to the NBDV and the coded depth information, the inter-view information can be predicted more accurately without maintaining a whole frame buffer like the predicted depth map. The experimental results reportedly show that 1.6% and 1.8% BD-Rate gains are achieved for video 1 and video 2, 0.5% BD-Rate gains is achieved for coded and synthesized views while applying the DoNBDV in the AMVP and the merge mode.
Uses the derived value of the depth map from the base view (via NBDV) to improve AMVP/merge coding in dependent view. The value derived by DoNBDV refines the NBDV value. Method is aligned with BVSP.

Text seems to require some editorial clean-up. 

Decision: Adopt
JCT3V-C0181 3D-CE1.h: Crosscheck results on Depth-oriented neighboring block disparity vector (JCT3V-C0131) [S. Shimizu, S. Sugimoto (NTT)]

JCT3V-C0152 CE1.h: Backward View Synthesis Prediction using Neighbouring Blocks [D. Tian, F. Zou, A. Vetro (MERL)] 

View synthesis prediction (VSP) is a technique that warps a picture from a neighboring viewpoint to the current viewpoint for prediction purposes. Depth information is used to perform the warping. In order to avoid the high complexity introduced by forward-warping VSP (FVSP), a backward-warping VSP (BVSP) approach is proposed. The proposed BVSP approach uses the neighboring blocks to derive a depth block to perform the backward warping operation. It is proposed that a new merging candidate indicating the BVSP mode be added in the merging candidate list. The contribution reports an average bitrate saving of 1.2% for video PSNR vs. video bitrate, and 1.0% for coded & synthesis PSNR vs. total bitrate, with a 3% increase in decoding time.
PPT to be provided.
1x1(pixel) or 2x2/4x4 (block) validity of depth map provides BR reduction of 1/0.9/0.8% overall (coded views) on CTC. Said to be consistent over all sequences.

Proposes a new merge candidate to signal the new BVSP mode (right after spatial)
How would it perform with larger blocks (such as 8x8)? Currently, HEVC does not support 4x4 displacement for motion/disparity.

Derivation of disparity vector still relatively complex (analysis of memory accesses?)

Several experts expressed support to adopt the method to HTM and software, CTC, default 4x4 block mode. Revisit: Draft text to be provided, if assessed OK, adopt.

General remark: It would be highly beneficial to perform an analysis of the HTM on a tool-by-tool basis regarding complexity, memory requirements, benefits in compression. AHG?
JCT3V-C0172 CE1.h: Cross check on BVSP proposal from MERL (JCT3V-C0152) [S. Gopalakrishna, D. Rusanovskyy (Nokia)] [late]

JCT3V-C0220 3D-CE1.h cross-check results on Backward View Synthesis Prediction using Neighbouring Blocks (JCT3V-C0152) [Y.-L. Chang (MediaTek)] [late] 

4.1.3 Related contributions

4.1.3.1 AVC
JCT3V-C0063 Comments on view synthesis prediction in 3D-AVC [Y. Chen, Y.-K. Wang, X. Zhao, L. Zhang (Qualcomm)] 

was reviewed.

(see some more comments on this doc under the CE summary)
JCT3V-C0169 CE1.a-related: Simplification of BVSP in 3DV-ATM [D. Rusanovskyy, M. Hannuksela (Nokia)]

was reviewed.
JCT3V-C0221 3D-CE1.a cross-check on simplification of BVSP in 3DV-ATM (JCT3V-C0169) [C.-L. Wu, Y.-L. Chang (MediaTek)] [late] 

JCT3V-C0200 Study on view synthesis prediction in 3D-AVC [J. Y. Lee (Samsung)] [late]

was reviewed.

JCT3V-C0212 Crosscheck results on study of view synthesis prediction in 3D-AVC (JCT3V-C0200) [S. Shimizu, S. Sugimoto (NTT)] [late] 

4.1.3.2 HEVC
JCT3V-C0112 CE1.h related: Adaptive method for Depth Oriented Neighboring Block Disparity Vector [J. W. Jung, J. Sung, S. Yea (LG)]

In the last meeting, Depth Oriented Neighboring Block Disparity Vector (DoNBDV) was proposed. The disparity vector candidates for merge and AMVP could be refined by the method. In the proposal, they were generated from the maximum value of the coded depth. However, it is not clear why the maximum value of the depth was used for the derivation of disparity. In this contribution, the Most Frequent Disparity (MFD) value is used adaptively for some cases instead of the disparity derived from the maximum value of the depth block. These methods are applied to the AMVP mode and the merge mode. Compared to DoNBDV, experimental results reportedly show -0.6% and 0.1% BD-Rate changes for video 1 and video 2, -0.1% BD-Rate gains is achieved for coded and synthesized views. Compared to HTM-5.0.1, experimental results reportedly show -2.0% and -1.5% BD-Rate changes for video 1 and video 2 with encoding time 102.0% and decoding time 102.8%.
Methods 1 to 3 requires building histogram of disparity to determine most frequent disparity and max value. Various methods are proposed to adapt the selection. There is no gain considering the total coded and synthesized results. 

Method 4 is considered a simplification of the approach proposed in C0131, and does not incur any overall coding loss (slight gains in dependent views). A number of other simplifications may also be considered, but proponent suggested using the proposed one as a starting point.
Decision: Adopt

JCT3V-C0218 3D-CE1.h related cross-check results on Adaptive method for Depth Oriented Neighboring Block Disparity Vector (JCT3V-C0112) [Y.-L. Chang (MediaTek)] [late] 

JCT3V-C0132 3D-CE1.h related: Depth-oriented disparity vector predictor (DoDVP) [Y.-L. Chang, C.-L. Wu, Y.-P. Tsai, S. Lei (MediaTek)]

In current HTM, the neighboring block disparity vector (NBDV) mode is used to replace the original predicted depth map (PDM) for inter-view motion prediction. In this contribution, a depth oriented disparity vector predictor (DoDVP) is proposed to enhance the accuracy of the estimated disparity vector by utilizing the coded depth map in the same view while flexible coding order is enabled. By referring to the coded depth information, the inter-view information can be predicted more accurately. The experimental results reportedly show that 1.7% and 2.3% BD-Rate gains are achieved for video 1 and video 2, 0.7% BD-Rate gains is achieved for coded views over video bitrate while applying the DoDVP in the AMVP and the merge mode. 
When FCO is enabled, need to disable the tools that depend on depth. This results in a 1.7% loss in synthesis quality. The 0.7% gains in video do not consider the depth bit rate. 

It was commented that the depth map provides a better way to infer disparity vectors for dependent texture coding than the current NBDV approach, but there is not full agreement on this. 
Further study in CE2.

JCT3V-C0217 CE1.h: Cross check on MediaTek Proposal JCT3V-C0132 [D. Tian (MERL)] [late] 
JCT3V-C0229 3D-CE1.h related: Cross-check on depth-oriented disparity vector predictor (JCT-C0132) [S. Gopalakrishna, D. Rusanovskyy (Nokia)] [late]

JCT3V-C0163 3D-CE1.h related: Results on the VSP-mode [H. Brust, G. Tech, K. Mueller, T. Wiegand (HHI)] 

This contribution proposes a view synthesis prediction (VSP) mode for dependent texture views which is signaled by a flag without coding additional information for the VSP mode. It is reported that the coding gain for non-base texture views is -25.9% BD-rate and -25.3% BD-rate, for Video PSNR versus total bitrate it is -0.9% BD-rate, for synthesized PSNR versus total bitrate it is -4.5% BD-rate and for coded and synthesized PSNR versus total bitrate it is -3.4% BD-rate. The reported encoding time is 98.7% and the decoding time is 201.5%.
PPT to be provided.
Lambda or quantizer were varied for synthesized view to enforce selection of synthesis mode in RD decision.
SAO was disabled for synthesized view

deblocking filter was modified (BS=0) in case of synthesized blocks

Intend expressed to use synthesis for depth maps as well.

Provides 4.5% BR reduction related to synthesized PSNR.

JCT3V-C0171 CE1.h-related: Backward VSP for 3D-HEVC [S. Gopalakrishna, D. Rusanovskyy, M. Hannuksela (Nokia)]

It is proposed to utilize the disparity information derived from the depth view component of the current view for Backward View Synthesis Prediction with a block-based implementation. The provided simulation results show that the proposed scheme, using a 4x4 block size, provided a coding gain for texture of 1.1% of dBR on average and of about 3% bitrate reduction for synthetic sequences. Using a pixel-based implementation of proposed BVSP brought about 1.4% bit-rate reductions for the coded texture. 

However, it should be noted that the reconfiguration of the coding order lead to a change in the VSO settings, which in turn introduced a penalty on depth coding and of 0.6% of dBR increase on average  for synthesised views. It is believed that a proper adjustment of VSO parameters would resolve this problem. 

Considering the negligible computational complexity and the observed gain for texture coding, the contribution proposes to integrate proposed BVSP solution to 3D-HTM for its FCO configuration.

PPT to be provided.
An initial assessment is made about the memory access and computation cost of NBDV. Using own depth map of dependent view is assessed to be cheaper, which however requires invoking flexible coding order (FCO). 
The results above (1.4% BR reduction) do not take into account the rate for the depth data.
JCT3V-C0153 CE1.h: Cross check on Nokia Proposal JCT3V-C0171 [D. Tian (MERL)] [late]

4.1.4 Conclusions
4.2 CE2: Disparity vector derivation
4.3 (chaired by A. Vetro)
4.3.1 Summary
JCT3V-C0022 3D-CE2: Summary Report on Disparity Vector Derivation [Y. Chen] 

2 CE2.a proposals: 

· C0122 on simplification of DV derivation. Negligible coding loss with reduced memory access.

· C0133 on memory access reduction for skip mode from base view reduces access to multiple reference blocks.
There was support from several members to adopt C0133. 

It was commented that C0122 incurs some complexity increase in the architecture and does not reduce the worst case. It was also commented that the approach in C0122 is a different derivation compared with the current method used in BVSP. It either needs to be harmonized and tested for both, or two different derivation techniques would be needed, but it is undesirable to have two different methods. Further study in CE seems beneficial.
There is also one CE2.a related proposal that proposes a simplification of depth-to-DV conversion to minimize the number of times that this conversion process is invoked. 

There were no CE2.h proposal, but there are 6 CE2.h related proposals, some to improve coding efficiency and others to reduce complexity.

· C0097: aim for both coding efficiency improvement and simplification. Propose to change priority order for NBDV and also remove derived DV.

· C0050: targets coding efficiency improvement of NBDV by considering multiple DV candidates rather than the first available one.
· C0135: three simplifications are proposed including consistency checking order of temporal blocks, removal of top-left temporal block (SW only change), and prohibiting the access of the bottom-right temporal block residing at a lower CTU row.

· C0141: this contribution also proposes a priority order checking (identical to first part of C0097).

· C0117: adaptive change in selection of temporal neighbor blocks for improved coding efficiency.

Performance summary of proposals targeting coding efficiency:

	Proposals
	Video 0
	Video 1
	Video 2
	video only
	synthesized only
	coded & synthesized

	JCT3V-C0097P1
	0.0%
	-0.3%
	-0.1%
	-0.1%
	-0.1%
	-0.1%

	JCT3V-C0050
	0.0%
	-0.5%
	-0.4%
	-0.2%
	-0.1%
	-0.1%

	JCT3V-C0141
	0.0%
	-0.3%
	-0.1%
	-0.1%
	-0.1%
	-0.1%

	JCT3V-C0117
	0.0%
	-0.2%
	-0.1%
	-0.1%
	-0.0%
	-0.0%


Summary of simplification proposals:

	Proposals
	Video 0
	Video 1
	Video 2
	video only
	synthesized only
	coded & synthesized

	JCT3V-C0097P2
	0.0%
	0.3%
	0.6%
	0.2%
	0.1%
	0.1%

	JCT3V-C0135P1
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	JCT3V-C0135P2
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	JCT3V-C0135P3
	0.0%
	0.0%
	0.3%
	0.1%
	0.0%
	0.0%

	JCT3V-C0135
	0.0%
	0.1%
	0.2%
	0.1%
	0.0%
	0.0%


There is also one CE2.h related proposal with FCO enabled (non-CTC). C0170 proposes a depth-first based disparity derivation and studies six methods to perform this derivation.

· Method 1: It uses synthesized depth value of the non-base view for disparity vector derivation. It may require warping and hole-filing which may be done in the picture level. 
· Method 2: Depth estimates based solution. It is reported that method 2 is the disparity derivation in the HTM software in a version earlier than HTM 3.

· Method 3: It is the NBDV in the current HTM software. 

· Method 4: Simplification of the current NBDV, while not considering depth information from any depth view components. This method reduces number of parameters required for validation during the disparity derivation. This requires further clarification. Results for method 4 are not present in the first version of JCT3V-C0170.

· Method 5: It is as proposed in JCT3V-B0090 (the same as JCT3V-C0131) and considered under CE1.h. This method further considers depth information of the base view on top of NBDV. 

· Method 6: The disparity derivation is straightforward: accessing depth samples which being coded earlier and converting them to disparity through a look up table search. This method requires FCO. 

It is reported that method 2, 3 and 4 are compatible to texture only multiview codec, while the other methods are not stereo/multivew compatible. 

Method 1 and method 2 may require methods similar to view synthesis prediction so the complexity increase and implementation efforts are considered significant.

Method 3 and 4 have relatively higher complexity compared to method 6, due to the checks of neighboring blocks. As shown in method 4, potential complexity reduction is possible. 

Method 5 may potentially increase the coding efficiency under the context of view synthesis prediction. 

Method 6 only requires depth to disparity conversion thus may be considered as low complex. It requires flexible coding order and is not stereo/multiview compatible. 
It was further commented that the current NBDV design is aligned with the current MC process therefore the memory access is similar.
4.3.2 CE contributions

4.3.2.1 AVC
JCT3V-C0122 3D-CE2.a results on simplification on the disparity vector derivation [G. Bang (ETRI), K.Y. Kim, Y.S. Heo, G.H. Park (KHU), W.S.Cheong, N.H. Hur (ETRI)]
(see notes above in CE2 summary report)

Further study in CE with the goal to harmonize the simplification of DV derivation techniques used by different tools (motion vector prediction, BVSP, skip/direct mode). 
JCT3V-C0174 CE1.a: Cross check on ETRI Proposal JCT3V-C0122 [D. Rusanovskyy (Nokia)] [late]

JCT3V-C0213 3D-CE2.a cross check on simplification on the disparity vector derivation of ETRI/ KHU (JCT3V-C0122) [J. Y. Lee (Samsung)] [late]

JCT3V-C0226 3D-CE2.a Cross-check results on simplification on the disparity vector derivation (JCT3V-C0122) by ETRI [J. Kang (Qualcomm)] [late]

JCT3V-C0133 3D-CE2.a: Results on simplification of the Inter-view candidate derivation [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)] 

This contribution presents results of CE2.a experiments related to the simplification of the inter-view candidate derivation, which was first proposed in JCT3V-B0082. In ATM-6.0, the inter-view candidate in Skip/Direct mode is derived from two different corresponding blocks in a reference view. In the proposed method, the inter-view candidate is derived from a single corresponding block to reduce memory access bandwidth. The experimental results reportedly show that this proposed simplification brings no coding efficiency loss compared to ATM-6.0.
There was support from several members to adopt C0133. 
Decision: Adopt
JCT3V-C0184 3D-CE2.a: Crosscheck results on simplification of the Inter-view candidate derivation (JCT3V-C0133) [S. Shimizu, S. Sugimoto (NTT)] [late]

4.3.2.2 HEVC

4.3.3 Related contributions

4.3.3.1 AVC
JCT3V-C0114 3D-CE1.a and CE2.a related: synthesized disparity vectors for BVSP and DMVP [Y. Zhao, Y. Zhang, L. Yu (Zheijang Univ.)]

In ATM6, BVSP and DVMP derive disparity vectors (from a dependent view to a reference view) based on reconstructed depth map of the dependent view, which results in the fact that BVSP and DVMP currently cannot work in the texture-first coding order for dependent views. In this proposal, a 4x4-block-based disparity vector field is synthesized from the depth map of a reference view to provide the disparity vectors required by BVSP and DMVP. More specifically, for each 4x4 texture block in the reference view, one depth value X is obtained as the maximum of the depth values associated with four corners of the block. The corresponding 4x4 block in the current-view texture is then located by the disparity vector D converted from X, which results in a 4x4-block-based disparity vector field. The synthesis process utilizes two low-complexity techniques, 1) one-loop warping and hole filling and 2) directional warping without z-buffering. For BVSP, the disparity vector for each 4x4 texture block in current view is derived as a corresponding synthesized disparity vector (i.e., BVSP uses 4x4-based disparity compensation). For DMVP, the disparity vector for an MxN texture block is derived as the maximum of the disparity vectors of 4x4 blocks at the four corners of the MxN texture block. With this technique, BVSP and DMVP can work in the texture-first coding order, which makes texture-first coding order now achieve -0.30% BD rate (in terms of synthesized PSNR vs. total rate) compared with ATM 6.0 CTC anchor (using depth-first coding order). The encoding and decoding time is 100% and 103% of the ATM 6.0 CTC anchor.

It was commented that the use case for this additional derivation technique is not clear, i.e., the proposed technique does not solve the stereo compatibility problem. Also, the complexity of the low-resolution projection and hole filling process is more complex than the current BVSP approach.

The main benefit that is claimed is to enable texture-first coding order with higher coding efficiency, and potential coding benefit in the case of unpaired MVD. However, the rate for the dependent depth is not very large and gain is not expected to be very high.
It was recognized by the group that this is an interesting contribution, but it is not very aligned with the current codec configuration. Further study in AHG was encouraged towards decoder complexity reduction and memory access.
JCT3V-C0183 3D-CE1.a and CE2.a related: Crosscheck results on synthesized disparity vectors for BVSP and DMVP (JCT3V-C0114) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-C0232 3D-CE1.a and CE2.a related: Crosscheck results on synthesized disparity vectors for BVSP and DMVP on ATM6.0 (Table 1 & 2 in JCT3V-C0114) [M. Li, P. Wu (ZTE)] [late]

JCT3V-C0134 3D-CE2.a related: MB-level depth-to-DV conversion in ATM [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek), J.Y. Lee, H.-C. Wey (Samsung)] 

In current ATM, the depth-to-DV conversion is performed once for each macroblock (MB) to derive the inter-view MVP in Skip/Direct mode. However, in Inter mode, the depth-to-DV conversion needs to be performed multiple times in motion vector prediction to derive DVs for various partition blocks in one MB. In this proposal, we propose to make all partition blocks of Inter mode within the same MB share the same DV as the one used for the inter-view MVP derivation in Skip/Direct mode, which means for each MB, the depth-to-DV conversion is performed once by deriving the DV from a maximum depth value of four corner samples of the associated depth block. The experimental results reportedly show that the proposed MB-level depth-to-DV conversion introduces almost no coding loss while the computational complexity and memory access of depth samples are reduced.
This proposal is related to C0122 in that BVSP has not been considered. Both should be further studied in CE2 to apply the simplifications across all coding tools.
JCT3V-C0123 3D-CE2.a related: cross-check on MediaTek & Samsung proposal JCT3V-C0134 [G. Bang(ETRI), Y.S. Heo, K.Y. Kim, G.H. Park(KHU), W.S.Cheong, N.H. Hur(ETRI)] [late]

4.3.3.2 HEVC
JCT3V-C0050 3D-CE2.h related: Enhanced disparity vector derivation [J. Kang, Y. Chen, L. Zhang, M. Karczewicz (Qualcomm)] 

This proposal presents modifications of the disparity vector (DV) derivation. In the current 3D-HEVC design, a DV is searched out from pre-defined spatial and temporal neighboring blocks, and the derivation process is terminated once a disparity motion vector is found. However, the early termination may result in a relatively inaccurate DV. Thus, in this contribution, it is proposed to determine the DV by employing multiple disparity vector candidates generated from the neighboring blocks. The disparity vector candidates are still from the spatial and temporal neighboring blocks as specified in the current disparity vector derivation process. It is reported that the proposed method achieves a coding gain about 0.2% BD-rate saving for coded texture views.  

It is proposed to search multiple DV candidates (up to 3) in spatially neighboring and temporally co-located blocks. Then, select one by either median or max. This is considered to be somewhat aligned with the proposal that give higher priority to temporal candidates (C0097P1 and C0141).
Further study in CE.

JCT3V-C0105 3D-CE2.h cross check on enhanced disparity vector derivation (JCT3V-C0050) [J. Y. Lee (Samsung)]

JCT3V-C0097 3D-CE2.h related results on disparity vector derivation [J. Y. Lee, H.-C. Wey, D.-S. Park (Samsung)] 

There is a loss of approximately 0.2% in video due to the removal of the derived DV, which was considered too large. No action.
The contribution also proposes to change the priority order for NBDV, i.e., higher priority to the temporal candidate. C0141 is identical. The contribution provides 0.1% gain without any change in the worst case complexity. There was a minor concern that the removal of the LCU constraint would impact the performance of this proposal. Decision: Adopt (priority order, identical to C0141)
JCT3V-C0197 3D-CE2.h-related: Crosscheck of results on disparity vector derivation (JCT3V-C0097) [T. Ikai (Sharp)] [late]

JCT3V-C0204 3D-CE2.h related: Cross check on results on disparity vector derivation (JCT3V-C0097) by Samsung [J. Kang, L. Zhang, Y. Chen (Qualcomm)] [late]

JCT3V-C0117 3D-CE2.h related: Motion Aware Temporal Disparity Vector Derivation [J. Sung, M. Koo, S. Yea (LG)]

This contribution proposes a modified disparity vector derivation algorithm that changes the location of temporal neighbour blocks according to the motion vector obtained from spatial neighbour blocks. In the disparity derivation process of the HTM 5.1, the locations of temporal neighbour blocks are always fixed although there might be motions between the current and temporal reference pictures. When one of the spatial neighbour blocks is referencing the same temporal reference picture for disparity vector derivation, the locations of the temporal neighbour blocks are changed by the amount of motion vector. The proposed algorithm reportedly showed coding gains about -0.2%, -0.1%, -0.1% BD-bitrate savings for V1, V2, video only.
Proponent expects further gains if this method is harmonized with that in C0050. Further study in CE.
JCT3V-C0135 3D-CE2.h related: Restriction on the temporal blocks for memory bandwidth reduction in DV derivation [N. Zhang, Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei(MediaTek), S. Ma (PKU), D. Zhao (HIT), W. Gao (PKU)] [late] (initial version rejected, missing patent statement by PKU and HIT; second version uploaded 01-14)
Three simplifications are proposed including 

· Consistency checking order of temporal blocks – Decision: Adopt
· Removal of top-left temporal block (SW only change) – Decision(SW): Adopt

· Prohibiting the access of the bottom-right temporal block residing at a lower CTU row. This would be consistent with the TMVP derivation in HEVC to reduce the memory fetching bandwidth. The 0.3% loss is consistent with that reported in contributions during HEVC development. Decision: Adopt

JCT3V-C0188 3D-CE2.h related: Crosscheck on Mediatek Proposal JCT3V-C0135 [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [late]

JCT3V-C0141 3D-CE2.h related: Improved DV searching order [N. Zhang, J. An, K. Zhang, Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek), S. Ma (PKU), D. Zhao (HIT), W. Gao (PKU)] [late] (initial version rejected, missing patent statement by PKU and HIT; second version uploaded 01-14)

(Identical proposal to C0097P1, see notes under C0097 and CE2 summary report.)
JCT3V-C0192 3D-CE2.h related: Crosscheck on Mediatek Proposal JCT3V-C0149 [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [late]

JCT3V-C0170 CE2.h-related: Flexible Coding Order (FCO) and depth-first-based disparity derivation [S. Gopalakrishna, D. Rusanovskyy, M. Hannuksela (Nokia)]

JCT3V-C0219 3D-CE2.h related cross-check results on Flexible Coding Order (FCO) and depth-first-based disparity derivation (JCT3V-C0170) [Y.-L. Chang (MediaTek)] [late] 

JCT3V-C0206 3D-CE2.h related: Cross check on MediaTek proposal (JCT3V-C0XXX) [J. Kang, Y. Chen (Qualcomm)] [late]
JCT3V-C0207 3D-CE2.h related: Cross check on LG proposal (JCT3V-C0XXX) [J. Kang, Y. Chen (Qualcomm)] [late]

4.3.4 Conclusions

4.4 CE3: Inter-component prediction
4.4.1 Summary
JCT3V-C0023 3D-CE3: Summary report of Core Experiment 3 on Inter-Component Prediction [J. Jung, S. Kamp]

There is one CE proposal (JCT3V-C0137) which propose to remove the parsing dependency and picture buffers for motion parameter inheritance. Specifically, it is proposed to replace motion parameter inheritance (MPI) by adding one additional candidate, called texture merging candidate, into the merge candidate, set for the depth merge/skip mode coding. Similar to the concept of inter-view merging candidate, the proposed texture merging candidate directly reuse the motion vectors (MVs) and reference index of the corresponding texture block as a merging candidate in depth coding.
JCT3V-C0095 was withdrawn.
4.4.2 CE contributions

4.4.2.1 AVC

4.4.2.2 HEVC
JCT3V-C0177 3D-CE3.h: Cross check on Improved Motion Parameter Inheritance (JCT3V-C0095) [L. Zhang (Qualcomm)] [late]

JCT3V-C0137 3D-CE3.h results on removal of parsing dependency and picture buffers for motion parameter inheritance [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

This contribution presents results of CE3.h experiment related to the removal of parsing dependency and picture buffers for motion parameter inheritance (MPI) in JCT3V-B0085. In HTM 5.0.1, MPI can be enabled for a depth CU to reuse the CU and PU structures and motion data of the corresponding texture CU. Since parsing transform coefficients is dependent on the CU structure, MPI causes a parsing dependency problem, where parsing transform coefficients of the depth CU is dependent on the CU structure of the texture CU. Besides, additional buffers for CU and PU structures of the entire texture picture are required. As an alternative to MPI, an additional texture merging candidate, which only reuses the motion vectors and reference indices of the corresponding texture block, is proposed for merge mode and skip mode of each depth PU. The experimental results reportedly show that the proposed scheme achieves 0.2% BD-rate savings for overall coded and synthesized views compared to HTM-5.0.1, while the parsing dependency problem is solved, the picture-level buffers for the CU and PU structures are removed, and the run times are reduced at both the encoder and the decoder.
With the current MPI approach, the depth parsing depends on the texture since the CU/PU structure is inherited. The proposed approach claims to remove this dependency for MPI and also removes the buffers required to store the CU/PU partition. It was noted that this approach does not completely remove the parsing dependency between depth/texture due to the QT limitation – only for MPI. The claimed benefit should be evaluated in that context.
Several experts expressed a desire to reduce parsing dependency. It was noted that there are some gains as well due to the newly proposed texture merging candidate. The proposed method still inherits the motion parameters from the texture.
It was remarked that the claimed benefit of eliminating the required storage is incorrect since the CU/PU structure must still be stored for the QT limitation. 
The proposed text does not currently show where or how the parsing dependency is removed, but this may be because the current specification of MPI is not complete. To be reviewed offline - Revisit
JCT3V-C0176 3D-CE3.h: Cross check on removal of parsing dependency and picture buffers for motion parameter inheritance (JCT3V-C0137) [L. Zhang (Qualcomm)] [late]

4.4.3 Related contributions

4.4.3.1 AVC
JCT3V-C0091 CE3.a related: Improved inside-view motion prediction for 3D-AVC [K.-J. Oh, H.-C. Wey, D.-S. Park (Samsung), L. He, L. Zhang (Qualcomm)]
In the current 3D-AVC, inside-view motion prediction (IVMP) is employed for depth coding. When one of the co-located four macroblocks in the texture view is intra-coded or inter-coded with four partitions, IVMP shall not be applied to current macroblock in the depth view. To solve this problem, JCT3V-B0146 has proposed to decide the motion information from several candidate blocks with undesirable complexity increase. As a follow-up of JCT3V-B0146, this proposal further reduces the computational complexity while keeping almost the same coding gain. Experimental results show that the proposed method achieves 0.1% coding gain for both decoded views and synthesized views.
PPT to be provide.
For each 8x8 depth block, need to check four 8x8 motion vectors in the corresponding texture block, calculate the magnitude for each one, and then select the maximum. Some experts expressed that the worst case complexity seems rather high relative to the reported gains. It was asserted by the proponent that the complexity is not that high.
This method is only applicable for reduced resolution depth coding. In the case of full-resolution, the blocks are aligned.

There was a question on the heuristic selection of bottom-right block. The proponents tried others, but this worked best.
No action. Proponents may consider further improvements.
JCT3V-C0186 3D-CE3.a related: Crosscheck results on Improved inside-view motion prediction (JCT3V-C0091)
[S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-C0136 3D-CE3.a related: Completed inside-view motion prediction in 3D video coding [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)] 

In ATM-6.0, the inside-view motion prediction (IVMP) is used to reduce redundancy between texture and depth. In this contribution, we propose an unconstrained IVMP by supporting the inter_8x8 mode in depth coding and using a default zero MV for the intra-coded and view synthesis prediction blocks. The experimental results reportedly show on average 0.6% and 0.1% BD-rate savings are is achieved for depth coding and synthesized views, respectively, without run time increase. An additional benefit is that the generation of illegal bitstreams caused by wrong IVMP flag values can also be avoided.
It was remarked by the cross-checker of both this proposal and C0091, and agreed by the group, that this proposal is simpler.
Decision: Adopt
JCT3V-C0224 3D-CE3.a related: Crosscheck results on unconstrained inside-view motion prediction in 3D video coding (JCT3V-C0136) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-C0227 3D-CE3.a related: Cross-check on unconstrained IVMP proposed by Mediatek (JCT-C0136) [P. Aflaki, D. Rusanovskyy (Nokia)] [late]

4.4.3.2 HEVC

4.4.4 Conclusions

4.5 CE4: Residual prediction
4.5.1 Summary
JCT3V-C0024 3D-CE4: Summary Report on Residual Prediction [L. Zhang]

One mandate of this CE was to investigate the removal of parsing issues in IVRP. It was reported that a 0.5% coding loss on video only would result.
Two CE4 proposals have been submitted: JCT3V-C0049 and JCT3V-C0138.
Comparison versus CTC anchors
	Test cases
	Algorithm summary
	
	
	Simulation Results

	
	
	Video

1
	Video

2
	Video

only
	Synthesized only
	Coded & synthesized
	Enc 

time
	Dec 

time

	JCT3V-C0049
	
	-2.7%
	-2.4%
	-0.9%
	-0.6%
	-0.7%
	99%
	92%

	JCT3V-C0138
	Method #1
	-0.1%
	-0.2%
	0.0%
	0.0%
	0.0%
	94%
	100%

	
	Method #2
	0.2%
	0.2%
	0.1%
	0.0%
	0.0%
	99%
	99%

	
	Method #1 and #2
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	94%
	100%


There are also two CE4 related proposals: JCT3V-0098 and JCT3V-0139. 
4.5.2 CE contributions

JCT3V-C0049 3D-CE4: Advanced residual prediction for multiview coding [L. Zhang, Y. Chen, X. Li, M. Karczewicz (Qualcomm)] 

Inter-view residual prediction is enabled in the current HTM design to code the residue of dependent texture views more efficiently. This proposal is a follow-up of JCT3V-B0051 with some complexity reduction parts introduced. In this proposal, an advanced residual prediction (ARP) is proposed to further improve the coding efficiency of inter-view residual prediction. In ARP, to ensure high correlation between residues of two views, motion of the current block of picture in current view is applied to the corresponding block in a reference view picture to generate residual in the base view to be used for inter-view residual prediction. Moreover, an adaptive weighting factor is applied to the residue signal so that the prediction error is further reduced. It is shown that the proposed method achieves compression efficiency gain of 0.9% and 1.4% for coded views in terms of BD rate compared to HTM anchor and CE4 anchor, respectively. 
PPT to be uploaded.
Parsing dependency is removed by signalling IVRP unconditionally a CU level (not conditional at PU level), provided the reference picture is an inter-view picture (which is dependent on reconstruction of merge candidate list). (0.1% loss)
motion vector of current block is applied to reference block to generate the residual
additional motion compensation is needed – more complex (also increased memory bandwidth) – comes from different access unit
weighting can be 0, 0.5, 1

bilinear filter is used in the disparity compensation of the residual
CE4 anchor is modification of CTC without parsing dependency (parsing dep. is in effect in CTC)
Q: Can it happen that the temporal reference picture of current view is not used in the co-located reference view? Yes, but then ARP would be disabled.
Memory bandwidth is of concern and requires more thorough analysis (this also applies to other parts of HTM)
Even though several experts expressed that the coding gain of this proposal would be desirable, concerns were raised with regard to additional complexity and the tradeoff versus the gain. No consensus was reached that this should be adopted, further study with more detailed analysis of complexity impact and possible further reduction would be desirable.
JCT3V-C0110 3D-CE4: Cross-check on advanced residual prediction for multiview coding (JCT3V-C0049) [T. S. Kim, S. H. Yea] [reject]

JCT3V-C0138 3D-CE4.h results on removal of parsing dependency for inter-view residual prediction [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)] 

This contribution presents CE4.h results on the inter-view residual prediction (IVRP) in JCT3V-B0093, where two methods are proposed. One method is to solve the parsing dependency problem by removing the conditionally explicit signaling of the IVRP enable flag and applying IVRP to only CUs that select the temporal inter-view merging candidate of merge or skip mode with 2Nx2N partition. The other method is to reduce the complexity of IVRP by removing residual interpolation. The experimental results reportedly show that the proposed methods do not cause any coding efficiency loss.
Removing parsing dependency by using residual prediction unconditionally for 2Nx2N with merge/skip gives very small gain (0.1/0.2 on the dependent view, 0+ overall)
Removing interpolation of residual gives small loss (0.1% for coded view)

Combining both gives zero loss.
Decision: Adopt the part that removes the parsing dependency.
No action on removing interpolation of residual.
JCT3V-C0196 3D-CE4.h: Crosscheck of results on removal of parsing dependency for inter-view residual prediction (JCT3V-C0138) [T. Ikai (Sharp)]

4.5.3 Related contributions

JCT3V-C0098 3D-CE4.h related results on simplification of residual prediction [J. Y. Lee, H.-C. Wey, D.-S. Park (Samsung), J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)] 

This proposal introduces simplification of inter-view residual prediction. The residual prediction is only performed in dependent view when the corresponding block in base view is temporally inter-coded. Since temporal and inter-view predicted residual have low correlation, the temporally predicted residual of the current block generated by the temporal prediction is only re-predicted through the inter-view residual prediction. When both temporal and inter-view predictions are performed in bi-prediction case of B slice, the residual prediction is half enabled. However, the proposed method disables the residual prediction to avoid some multiplication operation, when the prediction types are different in the bi-prediction case. In addition, the proposed method removes an interpolation process in the residual prediction to reduce the complexity. The proposed method simplifies the residual prediction without the coding loss.
No presentation necessary per removal of parsing dependency by adopting JCT3V-0138.
JCT3V-C0185 3D-CE4.h related: Crosscheck results on simplification of residual prediction (JCT3V-C0098) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-C0139 3D-CE4.h related: Mode dependent advanced inter-view residual prediction [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)] 

(include abstract)
No presentation necessary per removal of parsing dependency by adopting JCT3V-0138.

JCT3V-C0214 3D-CE4.h related: Crosscheck of Mode dependent advanced inter-view residual prediction (JCT3V-C0139) [T. Ikai (Sharp)] [late] 

4.5.4 Conclusions

4.6 CE5: Inter-view / motion prediction 
4.7 (chaired by A. Vetro)
4.7.1 Summary
JCT3V-C0025 3D-CE5: Summary report on inter-view/motion prediction [Y.-L. Chang, S. Yea] 

There was one CE5.a related proposal on a simplification of direct MVP derivation (C0140).
8 CE5.h proposals

· AMVP/Merge List Construction
Merge candidate derivation: C0045 (Qualcomm), C0148 (INRIA)
TMVP: C0047 (Qualcomm)

Interview candidate derivation: C0051 (Qualcomm)
Comparison for proposals related to the AMVP/Merge List Construction
	Proposals
	Video 1
	Video 2
	Video only
	Synthesized only
	Coded & Synthesized

	JCT3V-C0045
	-0.4%
	-0.4%
	-0.2%
	-0.2%
	-0.2%

	JCT3V-C0047
	-0.3%
	-0.3%
	-0.1%
	-0.1%
	-0.1%

	JCT3V-C0148
	-0.4%
	-0.5%
	-0.2%
	-0.1%
	-0.2%


· Interview SAO: C0065 (LG)
SAO process in the 3D HEVC (HTM 5.0.1) is migrated to that in the current HEVC (HM 8.2) in this contribution. The main modification is that SAO parameters are derived from LCU-based optimization (interleaving mode) rather than picture-based optimization (APS mode). Moreover, some other modifications are included to increase the performance of SAO process. Furthermore, inter-view SAO process is proposed and modeled on the top of it to confirm the benefit of sharing base view’s SAO parameters on the dependent views, and reportedly shows 1.0% and 0.8% gains on view 1 and 2, respectively. The proposed method shows 0.1% average bitrate saving for the coded views.
There are also several CE5.h related proposals including:

· illumination compensation (C0046)
· unification of inter-view candidate derivation (C0051)

· interview prediction (C0118)
· signaling of collocated picture (C0149)
4.7.2 CE contributions

4.7.2.1 AVC

4.7.2.2 HEVC
JCT3V-C0045 3D-CE5.h: Merge candidates derivation from disparity vector shifting [L. Zhang, Y. Chen, L. He, M. Karczewicz (Qualcomm)]

When inter-view motion prediction is enabled, the current HTM design of the merge candidate list may include an inter-view predicted motion candidate before all spatial merging candidates. In addition, the disparity vector may also be converted to a disparity motion vector always following the above-right spatial candidate. As a follow-up proposal of JCT3V-B0048, it is proposed to add up to two more candidates derived with fixed horizontally shifted disparity vectors to compensate the inaccuracy of the current disparity vector. Compared to the current HTM design, the proposed method achieves compression efficiency gain of 0.2% for coded views in terms of BD rate. 
Additional candidates may be added to the merge candidate list including a disparity vector horizontally shifted by +/-16; if unavailable, then shift by +/-4. Additional pruning step is also applied. 
Related to proposal C0148 (see additional notes under C0148).

JCT3V-C0157 3D-CE5.h: Cross-check report of JCT3V-C0045 on Merge candidates derivation from disparity vector shifting [C. Guillemot, L. Guillo (INRIA)] 

JCT3V-C0047 3D-CE5.h: Improved temporal motion vector prediction for merge [L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)] 
In current 3D-HEVC, a target reference index for temporal merging candidate is set according to the neighboring prediction unit. When the target reference index corresponds to a reference picture in the same view while the motion vector of the co-located prediction unit (PU) points to an inter-view reference picture and vice versa, temporal motion vector prediction (TMVP) candidate is considered as unavailable. To address this issue, one additional target reference index is used as proposed in JCTVC-L0257, so that TMVP candidate can be supported for the above cases. The performance of the proposed method is reported in this proposal. After aligning the CTC with the latest 3D-HEVC software and 3D-HEVC specification in terms of always setting the target reference index for temporal merging candidate to 0, the proposed method shows 0.3% average bitrate saving for the all the coded views. 
This proposal is a work around to the “motion hook” proposal to JCT-VC, but the gain is reduced from 0.9% for 3-view case to 0.3%.
JCT-3V has expressed a desire to enable TMVP to point to an inter-view reference. After reviewing several options in C0064, it was decided that option 2 was more desirable (slice level signalling). 

The text in this contribution corresponds to option 3 in C0064 (additional reference picture index is derived). There were some implementation concerns with earlier versions of this approach. However, it is believed that the process could be constrained to alleviate this concern and these are accounted for in the current proposal.

If JCT-VC adopts the motion hook proposal (L0257), then it is straightforward to modify the text of this proposal accordingly.
Decision: Adopt (only if JCT-VC decides not to adopt L0257) Revisit
JCT3V-C0126 CE5.h: Cross-check report of JCT3V-C0047 on improved temporal merge candidate [Y. Lin (HiSilicon)] 

JCT3V-C0065 3D-CE5.h : Inter-view SAO process in 3DV coding [T. S. Kim, J. Heo, M. M. Koo, S. H. Yea (LG)]

In this contribution, SAO process in the 3D HEVC (HTM 5.0.1) is migrated to that in the current HEVC (HM 8.2). The main modification is that SAO parameters are derived from LCU-based optimization (interleaving mode) rather than picture-based optimization (APS mode). Moreover, some other modifications are included to increase the performance of SAO process. Furthermore, inter-view SAO process is proposed and modeled on the top of it to confirm the benefit of sharing base view’s SAO parameters on the dependent views, and reportedly shows 1.0% and 0.8% gains on view 1 and 2, respectively.
In this proposal, rather than signal separate SAO parameters for each view, the SAO parameters of the base view are reused by other views. Total gain is 0.1% on average for coded views.

Text and syntax change is relatively simple, i.e., only parse SAO parameters when ViewID is equal to 0. However, it is preferred to have a flag that would enable adaptively enabling and disabling the reuse of the SAO parameters (slice level).
It was noted that the SAO parameters are reused between co-located LCUs in different views and these would not always correspond. It seems that accounting for this shift may provide improvements, especially for sequences with larger disparity and/or higher resolution. Proponents claim that this did not improve the results.
There is some impact on memory and memory access since the SAO parameters from base view need to be stored, and each dependent view would require access. For implementations that decode all views in a pipelined manner, the storage and memory burdens could be reduced. These aspects should be studied further, perhaps as one mandate of an AHG that studies complexity issues.
The reported gains do not seem to justify the implementation concerns at this time.

JCT3V-C0205 3D-CE5.h Cross check on Inter-view SAO process in 3DV coding (JCT3V-C0065) by LG [J. Kang, Y. Chen (Qualcomm)] [late]

JCT3V-C0148 3D-CE5.h: Additional merge candidates derived from shifted disparity candidate predictors [C. Guillemot, L. Guillo (INRIA)]

The coding performance of the HTM 5.0.1 can be improved by inserting in the candidate merge list two new candidates, the maximal length of list still being equal to 6. These candidates are derived from the first disparity candidate vector found in the list, which is then horizontally shifted by +4 and -4. Bit rate gains are respectively 0.4% and 0.5% for the side views 1 and 2. The overall bit rate gain is 0.2%.

Related to proposal C0045. Both proposals exhibit similar bit rate savings, so complexity and design should be considered.
Throughput: In C0045, new candidates added to fixed position. In C0148, newly added candidates are inserted to different positions depending on the list size (but in a fixed manner), which introduces some latency.
Disparity MV generation: C0045 is dependent on the derived DV, while C0148 depends on the first available disparity MV predictor in either reference picture list with more checks required.
Calculations for DV: always +/-4 in C0045, while +/4 for view order index equal to 1 and -/+4 for view order index equal to 2.
Memory access: C0045 requires access to the reference view two more times, but it is claimed that this could operate in parallel.

Pruning: C0045 is 2x in worst case, but this is not needed in C0148.
It was asserted that C0045 has commonality with C0148, but gets the IPMC from the left and right neighboring blocks.
Is it possible to define commonality between these proposals? Proponents will meet offline to discuss further. Revisit
JCT3V-C0151 3D-CE5.h: Cross check of JCT3V-C0148 on additional merge candidates derived from shifted disparity candidate predictors [J. Jung, E. Mora (Orange Labs)] [late]

JCT3V-C0175 3D-CE5.h: Cross check on Additional merge candidates derived from shifted disparity candidate predictors (JCT3V-C0148) [L. Zhang (Qualcomm)] [late]

4.7.3 Related contributions
4.7.3.1 AVC
JCT3V-C0140 3D-CE5.a related: Direct MVP derivation with reduced complexity [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)] 

In ATM-6.0, the reference index for the spatial motion vector predictor (MVP) in Direct mode is derived as the minimum reference index of three neighboring blocks, while the reference index for the spatial MVP in Skip mode is set to zero. This contribution proposes to also set the reference index to 0 in direct mode. Such a simplification can improve the cache efficiency of buffering reference blocks, reduce the memory bandwidth for the direct mode motion estimation, reduce the latency in the spatial MVP derivation, and unifies the reference index in Skip and Direct modes. The experimental results reportedly show this simplification brings no coding efficiency loss when compared to the ATM-6.0.
For B-direct mode, the reference index is set to zero for both lists. 

It was remarked that this proposal would seem to effectively disable direct mode for inter-view references for non-anchor pictures, unless the reference pictures are reordered. However, it was clarified by the proponents that this proposal only relates to the spatial MVP derivation which is only used when the inter-view candidate is not available, e.g., corresponding block is intra.
Decision: Adopt
JCT3V-C0225 3D-CE5.a related: Crosschekc results on direct MVP derivation with reduced complexity (JCT3V-C0140) [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-C0228 3D-CE5.a related: Cross-check on direct MVP derivation with reduced complexity proposed by Mediatek (JCT-C0140) [P. Aflaki, D. Rusanovskyy (Nokia)] [late]

4.7.3.2 HEVC
JCT3V-C0046 CE5.h related: Bug Fix and Extension of Illumination Compensation [H. Liu, J. Jung, J. Sung, J. Jia, S. Yea (LG)]

This contribution reports results of bug-fix of illumination compensation in the latest HTM version. There are two bugs in current implementation: first, there is one minor inconsistency between the working draft and software for chroma component; second, illumination compensation maybe switched off for some inter modes unintentionally at encoder. Meanwhile, we also apply illumination compensation method to depth coding to compensate discrepancy between different depth views.

It is reported that by fixing the first bug, there is 0.0% performance change, and by fixing the second (encoder only) bug, there is -0.3%, -0.2% and -0.1% gain on two side views, video and coded and synthesized view respectively. The best performance is achieved on kendo, with -1.0% and -0.9% gain on two side views and -0.5%, -0.3% and -0.3% gains on video, synthesized view, and coded and synthesized view respectively. 
By applying illumination compensation method to depth coding, there is another -0.2% gain on synthesized view and -0.1% gain on coded and synthesized view, with at most -0.5% gain on synthesized view and -0.4% gain on coded and synthesized view for newspaper.
Depth-range weighted prediction (DRWP) in ATM aims to do something similar as applying illumination compensation on depth. The main difference is that DRWP is applied in temporal domain, while the proposed tool is done on inter-view references.
There is high-level syntax to signal enabling/disabling.

Decision(SW): Adopt (first and second fixes)
Decision: Adopt (enabling IC on depth)

JCT3V-C0127 CE5.h related: Cross-verification of LG's proposal on bug Fix and Extension of Illumination Compensation (JCT3V-C0046) [X. Zheng (Hisilicon)] [late]

JCT3V-C0051 3D-CE5.h related: Unification of inter-view candidate derivation for 3D-HEVC [L. Zhang, Y. Chen, L. He, M. Karczewicz (Qualcomm)] 

Inter-view motion prediction is enabled for both merge and AMVP modes in current 3D-HEVC. With inter-view motion prediction enabled, a Temporal Inter-View motion vector predictor Candidate (TIvC) may be derived based on the motion information of the reference block in a reference view. Given a target reference picture list X (RefPicListX, with X being 0 or 1), the availability of TIvC, i.e., only motion information in RefPicListX of the reference block is checked for merge mode, and motion information of both RefPicList0 and RefPicList1 are checked in order for AMVP mode. In this proposal, the checking order of both merge and AMVP mode is unified, i.e., regardless merge or AMVP mode, motion information corresponding to RefPicListX is checked first and the motion information corresponding to RefPicListY (with Y equal to 1-X) is checked afterwards. The proposed method unifies the inter-view motion prediction processes for AMVP and merge modes while doesn’t introduce any coding loss (0.02% gain). 
In the current HTM, merge mode only needs to check once while AVMP checks twice. In the unified design, both are checked twice. There is some concern about complexity increase in the merge mode.
The main benefit of the unified design is that the text would be cleaner and the logic operations could be shared which could have some hardware benefits.

Some non-proponents expressed support for the proposal since the benefit of a unified design seems to outweigh any potential increase in the complexity of the merge mode.

Decision: Adopt

JCT3V-C0161 3D-CE5.h related: Cross check of Unification of inter-view candidate derivation (JCT3V-C0051) [G. Tech (HHI)] [late]

JCT3V-C0118 3D-CE5.h related: Inter-view prediction using image deformation characteristics between multi-view images [J. Sung, S. Yea (LG)]

This contribution proposes an inter-view prediction method that considers image deformations in multi-view videos by different view point. The plane objects such as walls and floors look horizontally scaled or sheared in other views. However, current HTM 5.0 uses traditional block-based translational motion model for inter-view prediction where the deformations should be signalled by residual data. In this contribution, an inter-view prediction method that searches horizontal scaling and shearing parameters with the disparity vector and transmits to decoder. The disparity compensation process of the decoder makes a horizontally scaled and sheared prediction image using the decoded parameters. Proposed method reportedly showed -0.1%, -0.2%, and -0.1% for V1, V2 and video only cases, respectively. In case of for Undo_Dancer test sequence, the largest bitrate savings -1.6%, -1.2%, -0.4% for V1, V2, and video only cases, respectively. 

Two additional parameters are signaled to indicate horizontal scaling and horizontal shifting between current and reference view. Presentation shows the blocks that benefit from these parameters, which are especially evident in the floor of several test sequences.
Quantized parameters are used: 3 levels for each parameter. The encoder currently searches overall all possible parameters.
It was observed that the use of these parameters tends to increase the partition size.
The complexity impact would require further study as this modifies the MC process.

It would be desirable to achieve higher gains. 

No action, but further study encouraged.

JCT3V-C0149 3D-CE5.h related: Explicit signaling of the second collocated picture for 3D-HEVC [K. Zhang , J. An, S. Lei (MediaTek)]

In the current HTM, a second collocated picture is used in the DV derivation process, where the second collocated picture is derived implicitly and dependent on the temporal ID in the NAL header. In order to unify with the first collocated picture and provide more encoder flexibility, it is proposed to signal the reference index of the second collocated picture in the slice header explicitly as the first collocated picture is also coded in the slice header. It is reported that the explicit signaling does not cause any coding efficiency loss for coded and synthesized videos.
This contribution is related to JCTVC-H0445.
The main benefit is to unify the derivations of first and second co-located pictures and simplify the text. The encoder may also have the potential to select and signal a better reference.

It was commented that the current derivation process may be simplified.

No action.
4.7.4 Conclusions

4.8 CE6: Depth intra coding 
4.8.1 Summary
JCT3V-C0026 3D-CE6 Summary Report: Depth intra coding [P. Merkle] 

Six of the contributions study improvements related to DMM:

· Three proposals mainly target simplifications of DMM 3: JCT3V-C0052 replaces inter-component prediction by intra prediction; JCT3V-C0044 omits the decoder search by signaling the Wedgelet partition; JCT3V-C0108 restricts the search to a very limited set. 
· One proposal (JCT3V-C0034) mainly targets BD rate reduction for all DMMs by using un-quantized DC offsets like in SDC. 
· One proposal (JCT3V-C0190) mainly targets a reduction of encoder complexity by fast mode selection for DMMs.
· One proposal (JCT3V-C0230) mainly targets simplification of the Wedgelet search in DMM 1 and 3 by reducing the number of calculation samples. 
Seven of the contributions study improvements related to SDC:

· Three proposals (JCT3V-C0143, JCT3V-C0068, JCT3V-C0155) target a reduction of encoder complexity by reusing the prediction signals.
· Three proposals (JCT3V-C0143, JCT3V-C0042, JCT3V-C0155) study modifications of SDC signaling: JCT3V-C0143 and JCT3V-C0042 target a BD rate reduction by changing the mode index order; JCT3V-C0155 targets a syntax and design simplification by moving the SDC flag signaling behind the intra mode and removing contexts for SDC modes.
· Two proposals (JCT3V-C0143, JCT3V-C0067) target a reduction of CABAC contexts for SDC: JCT3V-C0143 removes segment-specific contexts; JCT3V-C0067 proposes residual index coding with less contexts.
· Two proposals (JCT3V-C0067, JCT3V-C0096) study modifications of SDC prediction modes: JCT3V-C0067 targets BD rate reduction by replacing DMM2 with region boundary chain coding mode for SDC; JCT3V-C0096 targets a complexity reduction by removing DMM2 from SDC.
· One proposal (JCT3V-C0154) targets a complexity reduction for SDC as well as DMM by sub-sampling of reference samples.
Two of the contributions study improvements related to DLT:

· Both proposals (JCT3V-C0093, JCT3V-C0142) study modifications of DLT signaling: JCT3V-C0093 targets a syntax and design simplification by signaling the DLT in intra slices instead of SPS; JCT3V-C0142 targets BD rate reduction by using range constrained bit map signaling for DLT values.
One of the contributions studies improvements related to random access units:

· The proposal (JCT3V-C0160) targets BD rate reduction for random access unit slices in dependent views by always testing intra modes and by disabling quadtree limitation and predictive coding.
3-view, CTC
	
	video only
	synthesized only
	coded & synthesized
	enc time
	dec time
	ren time

	JCT3V-C0143
	0.0%
	-0.1%
	-0.1%
	95.9%
	100.1%
	n/a

	JCT3V-C0052
	0.0%
	0.1%
	0.0%
	95.8%
	95.0%
	96.8%

	JCT3V-C0044
	0.0%
	0.0%
	0.0%
	100.7%
	100.3%
	n/a

	JCT3V-C0108
	0.0%
	0.0%
	0.0%
	99.8%
	99.2%
	96.5%

	JCT3V-C0034
	0.0%
	-0.2%
	-0.1%
	100.3%
	94.0%
	98.7%

	JCT3V-C0042
	0.0%
	0.0%
	0.0%
	100.4%
	n/a
	n/a

	JCT3V-C0067
	0.0%
	-0.3%
	-0.2%
	99.8%
	96.5%
	93.7%

	JCT3V-C0068
	0.0%
	0.0%
	0.0%
	98.3%
	98.6%
	109.9%

	JCT3V-C0093
	0.0%
	0.1%
	0.1%
	98.0%
	97.8%
	100.0%

	JCT3V-C0096
	0.0%
	-0.1%
	-0.1%
	99.6%
	95.2%
	99.7%

	JCT3V-C0142
	0.0%
	0.0%
	0.0%
	94.8%
	100.7%
	97.5%

	JCT3V-C0154
	0.0%
	-0.1%
	0.0%
	98.9%
	101.9%
	100.3%

	JCT3V-C0155
	0.0%
	0.0%
	0.0%
	96.8%
	100.3%
	100.2%

	JCT3V-C0160
	0.0%
	-0.8%
	-0.4%
	105.5%
	102.2%
	99.6%

	JCT3V-C0190
	0.0%
	0.1%
	0.0%
	99.0%
	97.3%
	96.0%

	JCT3V-C0230
	0.0%
	0.0%
	0.0%
	100.6%
	99.0%
	95.6%


3-view, all-intra

	 
	video only
	synthesized only 
	coded & synthesized
	enc time
	dec time
	ren time

	JCT3V-C0143
	0.0%
	0.2%
	0.2%
	81.9%
	100.6%
	n/a

	JCT3V-C0052
	0.0%
	0.0%
	0.0%
	97.0%
	96.7%
	99.0%

	JCT3V-C0044
	0.0%
	0.0%
	0.0%
	100.3%
	98.9%
	n/a

	JCT3V-C0108
	0.0%
	0.1%
	0.0%
	95.3%
	98.3%
	95.7%

	JCT3V-C0034
	0.0%
	-0.7%
	-0.4%
	106.3%
	99.3%
	99.8%

	JCT3V-C0042
	0.0%
	0.0%
	0.0%
	99.9%
	n/a
	n/a

	JCT3V-C0067
	0.0%
	-0.2%
	-0.2%
	96.5%
	99.8%
	103.2%

	JCT3V-C0068
	0.0%
	0.0%
	0.0%
	84.0%
	99.9%
	99.8%

	JCT3V-C0093
	0.0%
	0.2%
	0.2%
	98.5%
	99.6%
	100.0%

	JCT3V-C0096
	0.0%
	0.0%
	0.0%
	98.0%
	97.2%
	99.7%

	JCT3V-C0142
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a

	JCT3V-C0154
	0.0%
	0.0%
	0.0%
	100.9%
	101.5%
	101.9%

	JCT3V-C0155
	0.0%
	0.4%
	0.3%
	80.1%
	97.8%
	102.6%

	JCT3V-C0160
	---
	---
	---
	---
	---
	---

	JCT3V-C0190
	0.0%
	0.2%
	0.2%
	85.4%
	100.2%
	98.9%

	JCT3V-C0230
	n/a
	n/a
	n/a
	n/a
	n/a
	n/a


4.8.2 CE contributions

JCT3V-C0044 CE6.h: Results on Simplification of Depth Modeling Mode 3 [Shiqi Wang, Hongbin Liu, Siwei Ma, Jie Jia (??)]

This contribution reports result of JCT3V-B0064. In the HTM-5.0.1, instead of performing exhaustive search from a huge number of candidate Wedgelet patterns, only candidate Wedgelet patterns that are within a predefined search range are searched. This contribution proposes to further simplify the Wedgelet pattern search at decoder by signalling the best pattern in the predefined search range. It is reported that proposed method has negligible influence on compression efficiency (on video, synthesized view, coded and synthesized view respectively) when compared with HTM-5.0.1.
Three solutions: 1) Only for co-located texture intra-coded mode 2-34, 2/3) for all 
Solution 3 also disables fine search. Solution 2 not cross-checked.
Proponents would suggest solution 3.
Solution 3 does no pattern search at the decoder any more
All solutions introduce parsing dependency in case of intra texture, because the number of candidates depends on intra mode. 
It is said that the impact when using same number of candidates for all intra modes would be small, but no detailed results on this are reported, nor cross-checked.
Later, the proponents reported that the parsing dependency is not existing, as the index that is signaled has fixed length. 
Decision: adopt JCT3V-C0044, solution 3
JCT3V-C0109 3D-CE6.h: Cross check of simplification of depth modeling mode 3 (JCT3V-C0044) [Y. Song, Y.-S. Ho (GIST)]

JCT3V-C0191 3D-CE6.h: Crosscheck on S3 of LG Proposal JCT3V-C0044 [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [late]

Cross-check on solution 3. Was confirmed that no parsing dependency exists and no decoder-side pattern search is performed.
JCT3V-C0052 3D-CE6.h: Results on distortion calculation simplification for Depth Modeling Mode (DMM) 3 [X. Zhao, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)] 

This contribution proposes further simplification on Depth Modeling Mode (DMM) 3 in depth intra coding. In DMM 3, each Wedgelet candidate is evaluated by a complex cost derived by the following steps: 1) generating a prediction block for the co-located texture luma block (CTLB), and 2) calculation of the block-based Sum of Absolute Difference (SAD) between the CTLB and prediction block. The one with the smallest cost will be chosen as the final Wedgelet for current prediction unit. As a follow-up of JCT3V-B0053, in this contribution, it is proposed that the cost is simply derived by the sum of the absolute differences of two neighboring depth reference sample pairs, and the above two steps are totally removed to simplify the decoding process of DMM 3. It is reported that only negligible BD Rate difference is observed using this proposed method, while about 3%~5% of runtime saving is achieved for both encoder and decoder.
PPT to be uploaded.
For simplification of pattern search, only boundary samples are used. This search is still performed at the decoder, the number of searches is not decreased, but performed with less samples.
It is reported that in worst case the number of patterns to be searched at the decosder is 376 (i.e. one SAD computation for each).
No action (as per adoption of C0044).
JCT3V-C0147 CE6.H cross check on distortion calculation simplification for DMM 3 of Qualcomm (JCT3V-C0052) [P. Merkle (HHI)] [late]

JCT3V-C0108 3D-CE6.h: Results on simplified DMM mode 3 [Y. Song, Y.-S. Ho (GIST)]
This document reports the results of simplified DMM mode 3. The proposed method finds the most suitable wedgelet by using the block’s corner samples and determination of wedgelet start/end positions. By evaluating on HTM-5.0.1, encoder/decoder runtimes of 99.8%/99.2% and 95.3%/98.3% were achieved under CTC and all-intra configuration, respectively. The coding performance was not changed.

Wedgelet is found by
· investigating amplitude difference between corner samples

· if larger than threshold, search the position of maximum difference
Still requires decoder-based search, but largely simplified.
No action (as per adoption of C0044).

JCT3V-C0088 CE6.h Crosscheck of GIST's proposal on simplification of DMM3 (JCT3V-C0108) [H. Liu, J. Jung (LG)] [late]

JCT3V-C0143 3D-CE6: Simplification of Simplified Depth Coding [F. Jäger (RWTH Aachen University)]

This contribution presents a simplification of the Simplified Depth Coding (SDC) tool, which proposed to the 2nd JCT-3V meeting in JCT3V-B0036. The proposed simplifications affect both, encoder complexity and the number of required CABAC contexts for SDC symbols.

For the reduction of encoder complexity the computed prediction signals are reused when testing SDC coding with and without residual DC offsets. By this modification the encoder runtimes can be reduced by approximately 18% compared to the HTM 5.0.1 anchor.

The second part of this contribution is about the reduction of required CABAC contexts for SDC. In JCT3V-B0036 there were some redundant context allocations and some more contexts were associated to the corresponding segment within SDC. This association is removed in this contribution.

For the CTC configuration, the proposed simplification yields a minor coding gain of 0.1%. This coding gain comes from the improved CABAC state initialization and a minor change to the SDC prediction modes. For the CE6 All-Intra coding configuration the proposed simplification results in a minor coding loss of 0.2% compared to the HTM 5.0.1 anchor.
Support was expressed to reduce the CABAC contexts and the bug fix.
As noted in C0067, the context model reduction aspects of this proposal will be studied further in the CE together with methods proposed in C0067.
Decision(SW): Adopt bug fix (identical to C0068 and C0155)
JCT3V-C0159 3D-CE6.h: Cross check of Simplification of Simplified Depth Coding (JCT3V-C0143) [S. Van Leuven, G. Van Wallendael, J. De Cock, R. Van de Walle (Ghent University - iMinds)] [late]


4.8.3 Related contributions

JCT3V-C0034 CE6.H related: Results on modified deltaDC processing for DMM [P. Merkle, K. Müller, T. Wiegand (HHI)]

This contribution proposes a modified processing for the deltaDC method used with the DMM modes. Instead of operating with a QP-dependent quantization for the partition offset values, the proposed method omits the quantization and operates with full depth precision. At the encoder the optimum offset values are estimated by a VSO-based minimum distortion search. In order to obtain the coding gain for full depth precision without a considerable increase in encoder complexity, an optimized search algorithm is proposed. Furthermore, a fix for the initialization type of DMM contexts is provided. The contribution reports 0.2% coding gain for CTC and 0.7% for all-intra configuration.

PPT to be uploaded.
De facto this is introducing step size 1 for the deltaDC value, which apparently gives compression gain
The encoder complexity is maintained by performing a hierachical (2-step) search with coarse and fine quantization.

Decoder runtime is also decreased. May be due to the fact that bit rate is shifted from residual to the deltaDC value.
It is suggested that encoder search could further be decreased by more steps of search.
Was it considered to use the depth lookup table? No but that could potentially further reduce the number of bits spent for the offset.
Several experts suggested adoption of the proposal

Decision: Adopt JCT3V-C0034

Possible further improvements (combination with DLT, and simplified DMM3) to be investigated in CE.
JCT3V-C0179 3D-CE6.h related: Cross check on results on modified deltaDC processing for DMM (JCT3V-C0034) [X. Zhao (Qualcomm)] [late]

Cross-checking party recommends adoption.
JCT3V-C0042 CE6.h related: Modified Index Assignment of Depth Intra Modes in Simplified Depth Coding [H. Liu, J. Jia (LG)]

This contribution proposes to swap binary index of DC mode and Planar mode in SDC mode. In SDC mode, shortest index is assigned to DC mode while longest index is assigned to Planar mode. However, Planar mode is the most probable mode according to the statistics result. This contribution proposes to assign shortest index to Planar mode in order to reduce the bits spent on index.

It is reported that there is -0.1% overall gain for 3 sequences in CTC. There is no overall coding gain in all intra case, however, proposed method can improve the coding efficiency of depth consistently for all sequences and there is -0.9%, -0.8% and -0.6% coding gain on depth 0, depth 1 and depth 2 respectively.
It is shown that Planar is the most probable mode in SDC, therefore swapping the order of Planar and DC would assign fewer bits to Planar. Consistent gains on depth are reported on depth, but this is measuring the PSNR and rate of the depth only which is not meaningful. The overall results on synthesized view do not show any benefit in the random access case.
No action.
JCT3V-C0120 3D-CE6: Cross check of Modified Index Assignment of Depth Intra Modes in Simplified Depth Coding (JCT3V-C0042) [F. Jäger (RWTH Aachen University)] [late]

JCT3V-C0067 3D-CE6.h related: Improved Simplified Depth Coding [J. Heo, S. Yea (LG)]
This contribution presents a depth intra coding method for Simplified Depth Coding (SDC). First, the proposed method substitutes the intra-predicted Wedgelet partitioning method of DMM2 described in JCT3V-A1005 with the region boundary chain coding method described in JCT3V-A0070. Second, the proposed method uses the concatenation of basic binarization schemes for residual index coding. Consequently, this proposal uses three context models to code residual index. Third, since this contribution uses only one kind of context model for SDC residual flag and SDC residual sign flag, it can reduce the number of context models. Under both common test conditions and all-intra configuration this method provides 0.2% BD-rate gain with no impact on the encoder/decoder complexity.
Replacement of DMM2 with chain coding method results in 0.1% gain with negligible complexity impact, while the binarization and context modifications give 0.2% gain. The combined result yield 0.2% gain.
Question on whether the context modifications are compatible with the removal of contexts in C0143. Specifically, are there specific contexts for different partitions? Several experts concurred that it seemed possible for these methods to be combined. Main argument in C0143 is to avoid different contexts for different partitions, which is shared with C0067. In addition, contexts related to residual index from 60 to 3 are also proposed in C0067. This reduction would be 20 to 1 if C0143 is adopted.
It would also be useful to know the gain of the binary chain coding and how much benefit from changing the order. It is shown in C0042 that the reordering alone does not provide any measurable benefit, so the reported gains are resulting from the binary chain coding.
The combination of C0143 and C067 in terms of binarization and context model reduction should be studied further in the CE.
There was a question on how the performance would vary when VSO is disabled. This is not known. Perhaps higher gains could be achieved.
According to the decision in C0096 to remove DMM2, the proposal to replace this mode with the binary chain coding method is no longer relevant.
JCT3V-C0068 3D-CE6.h related: Software Improvement of Simplified Depth Coding [J. Heo, S. Yea (LG)]
This contribution presents a software improvement of simplified depth coding (SDC). By skipping the redundant calls in the intra coding process, the improvement reduces the encoder complexity by 1.7% and 16% for random access (CTC) and intra only configuration without changing the coding performance.
(Identical to C0143, adopted as noted under C0143)
JCT3V-C0216 3D-CE6.h cross check on software improvement of simplified depth coding of LGE (JCT3V-C0068) [I. Lim (Samsung)] [late]

JCT3V-C0089 CE6.h related: crosscheck of Hisilicon's proposal on SDC (JCT3V-C0155) [H. Liu, J. Jung (LG)] [late]


JCT3V-C0093 3D-CE6.h Related: Improved depth lookup table (DLT) [I. Lim, H.-C. Wey, D.-S. Park (Samsung)] 

In this proposal, we moved SPS signalling to intra slice-layer signalling in Depth Lookup Table (JCT3V-B0036) already adopted in 3DV-HTM. The current DLT is sent in the Sequence Parameter Set (SPS) but slice layer signalling is more appropriate. Because, the current DLT in SPS is decided through the initial analysis and the DLT is applied to the whole sequence. The initial analysis is not good solution to DLT construction in the varying scene and can cause coding loss in the various test sequences. In this proposal, we make and send new DLT at every intra slice. The DLT intra slice-layer signalling was implemented and the test results show 0.05% (synthesized only), 0.05% (coded&synthesized) BD-rate in CTC and 0.22% (synthesized only), 0.24% (coded&synthesized) BD-rate in all intra condition when compared with 3DV-HTM ver. 5.0.1 [2]. The coding loss is negligibly small compared to DLT’s own coding gain.
PPT to be provided.
This signaling was discussed at the previous meeting and has the potential benefit to adapt the DLT according to changes in the scene. It was commented that a more flexible signaling may be considered.
Further study in CE together with coding method proposed in C0142.
JCT3V-C0096 3D-CE6.h related results on Improved Simple Depth Coding [B. T. Oh, I. Lim, H.-C. Wey, D.-S. Park (Samsung)] 

An improvement of simple depth coding (SDC) is proposed in the proposal. The current SDC scheme uses four intra-prediction modes, which are DC, Planar, DMM1 and DMM2. However, it is experimentally shown that using only 3 modes without DMM2 is enough to cover most of prediction for depth map. Furthermore, the context model for modified SDC is also proposed in the proposal. Coding experiments for CE6.h using a version of HTM-v5.0.1 including proposed scheme have been conducted and are reported in this document. The results report that using only 3 modes does not impact the coding performance with smaller decoding complexity. When adding the proposed context-based probability model, it reports 0.1% BD-rate gain is achieved.
PPT to be provided.
Propose to remove DMM2. It is reported that there is no impact on coding efficiency.
Changes to the decision rule for the context model are also proposed, which yield a coding gain of 0.1%. The number of contexts is increased from 1 to 3. This appears to be a minimal increase in complexity, but only gives 0.1% gain. No action on this part of the proposal.
Decision: Adopt (removal of DMM2)
JCT3V-C0119 3D-CE6: Cross check on Improved Simple Depth Coding (JCT3V-C0096) [F. Jäger (RWTH Aachen University)] [late]

JCT3V-C0102 3D-CE6 cross check on Related Improved Simplified Depth Coding of LGE (JCT3V-C0067) [I. Lim (Samsung)] 

JCT3V-C0113 3D-CE6.h: Cross-check of Related Improved depth lookup table (DLT) (JCT3V-C0093) [J. Heo, S. Yea (LG)] [late]

JCT3V-C0142 3D-CE6.h related: An efficient coding method for DLT in 3DVC [K. Zhang, J. An, S. Lei (MediaTek)] 

In the current HTM, a depth lookup table (DLT) is adopted to improve the intra coding efficiency for the depth map. All values in the DLT are coded with exp-Golomb codes, which take more than 65% of data in the sequence parameter set (SPS) averagely. This contribution proposes an efficient coding method for the DLT in HTM. By applying a range constrained bit map (RCBM) coding method, the average number of bits generated by DLT is reduced from 557.33 to 195.25, and the number of bits in the corresponding SPS is reduced from 852.50 to 490.42.
It was considered desirable to minimize the number of bits in SPS. If the DLT signaling is moved to the slice-level, then the proposed method could also be applied there. 
Further study of this coding method in CE, with emphasis on slice-level signaling as proposed in C0093.
JCT3V-C0103 3D-CE6.h cross check on an efficient coding method for DLT in 3DVC of MediaTek (JCT3V-C0142)) [I. Lim (Samsung)] [late]

JCT3V-C0154 CE6.H related: Reference samples sub-sampling for SDC and DMM [X. Zheng, Y. Lin, J. Zheng (Hisilicon)] 
This contribution provides a reference samples sub-sampling mechanism for the calculation of "predDCVal" used at SDC and DMM. Both test cases at common test condition and all-intra condition are verified. Experimental results show that the proposed method does not have the impact on the coding performance.
Aim to reduce the number of computing operations for the calculation of the constant prediction value for DMM and SDC by subsampling when the block size is 32 or 64.
When applied to other block sizes, a loss of 0.1% was reported.

It was clarified that the proposed method is only applied to DMM for 32x32 blocks since this mode is not used for 64x64. The majority of impact on the complexity is for SDC.
Several experts including the cross-checker expressed support for this proposal, stating explicit benefits in terms of hardware design considering a 32x32 processing pipeline.

Decision: Adopt
JCT3V-C0155 CE6.H related: Simplification of SDC signalling [X. Zheng, Y. Lin, J. Zheng (Hisilicon)] 

This contribution suggests unifying and simplifying the bitstream structure for SDC syntax and conventional intra mode syntax. The unified signalling structure can reduce decoder parsing burden, clean-up the syntax description in the 3D-HEVC specification, and reduce the number of context model for SDC. Both test cases at common test condition and all-intra condition are verified. Experimental results show that the proposed method does not have the impact on the coding performance for CTC, and have minor negative impact for All-intra case.
Besides the simplification of SDC, this contribution also fixes an encoder bug for SDC that can reduce encoding time and does not change test results.
PPT to be provided.
Syntax for SDC signaling is currently independent of intra modes. It is proposed to move the SDC signaling (sdc_flag) after the intra modes, which enables removal of the sdc_pred_mode and related contexts.

It is also proposed to change the context derivation for sdc_flag and reduce the contexts.

The bug fix is identical to that reported in C0143 and C0068.

A coding loss of 0.39% on synthesized views is reported on the all-intra, but there is negligible impact under the CTC. This is due to the constraints imposed in the SDC signaling. The coding penalty and loss of flexibility is not desirable. 

No action.
JCT3V-C0160 3D-CE6.h related: Results on modified depth coding in random access units [H. Brust, K. Mueller, T. Wiegand (HHI)]

This contribution proposes to change the coding of slices in random access units in non-base depth views. The changes are applied to HTM5.0.1. With the first change Intra modes are always tested at the encoder for depth views in random access units similar to the encoding of I-slices. With the second change quadtree limitation and predictive coding, which is described in JCT3V-B0068, is switched off in all random access units in addition to I-slices. It is reported that both changes combined have a BD-rate of 0.8% for synthesized views and -0.4% for coded and synthesized views with an encoding time of 105.5% and decoding time of 102.2%.
PPT to be provided.
The first change results in 0.4% bit rate savings on synthesized views, while the second change yield 0.2% bit rate savings on synthesized views. Overall gain
Additional encoder run-time is due to the disabling of the quadtree limitation.
In the current implementation, the NAL unit type is used to identify the correct slices. But this may be aligned with current software to use the CRA NAL unit type. This is only a software issue and could be taken care of in the migration to a newer version of HTM software.
Decision: Adopt
JCT3V-C0167 3D-CE6.h related: Crosscheck of JCT3V-C0160 on modified depth coding in random access unit [J. Jung, E. Mora (Orange Labs)] [late]

Cross-checker reports that results match, and supports adoption of the contribution.

JCT3V-C0189 3D-CE6.h related: Crosscheck on Huawei Proposal JCT3V-C0154 [Z. Deng, W. Zhang, L. Xu, Y. Han, X. Cai, Y.-J. Chiu (Intel)] [late]
JCT3V-C0190 3D-CE6.h related: Fast DMM Selection for Depth Intra Coding [Z. Gu (SCU), J. Zheng (HiSilicon), N.Ling (SCU)] [late]

This contribution proposes further simplifications of mode decision process on HEVC depth intra coding. In this contribution, it is proposed that for most the cases, the DMM full-RD search could be skipped since the most CU is very flat or smooth and DMMs are designed for CU with edge or sharp transition. Using Most Probable Mode (MPM) as the indicator, we proposed two fast DMM selection algorithms to speedup the encoding process. The test result for Method 1 reports 27.8% encoding time saving with 0.31% bitrate increasing in coded and synthesized view for All-Intra test case. The test result for Method 2 reports 14.7% encoding time saving with 0.16% bitrate increasing in coded and synthesized view for All-Intra test case.
No good tradeoff (loss is relatively large compared to encoder runtime reduction).
No action.
JCT3V-C0209 3D-CE6.h related: Cross check on fast DMM selection for depth intra coding (JCT3V-C0190) [X. Zhao (Qualcomm)] [late] [miss]

JCT3V-C0230 3D-CE6.h related: Calculation Sample Reduction for Depth Modeling Mode 1 and 3 [K. Kawamura, M. Sato, S. Naito (KDDI)] [late]

This contribution proposes further simplification of Depth Modeling Mode (DMM) 1 and 3. The proposed method skips the calculation of the non-edge region based on the Wedgelet pattern. Under the common test conditions, the proposed method reduces the decoder/render runtime by 1.0%/4.4% with no impact on the coding efficiency.

No need for presentation, as decoder search was removed per adoption of JCT3V-C0044.
4.8.4 Conclusions

4.9 CE7: Coded depth representation 

4.9.1 Summary
JCT3V-C0027 3D-CE7: Summary report on Coded Depth Representation [Krzysztof Wegner]

This document is the summary report of Core Experiment 7: Coded Depth Representation. CE7 was established on the 2nd JCT-3V Meeting in Shanghai to investigate the methods improved for coded depth representation (linear and non-linear) in 3D video coding. Only one proposal was made during this meeting period. Summary of the proposed tool and the cross check results are reported.
	
	 
	Texture Coding
	Depth Coding
	Total (Coded PSNR)
	Total (Synthesed PSNR)

	
	 
	dBR, %
	dPSNR,dB
	dBR, %
	dPSNR,dB
	dBR, %
	dPSNR,dB
	dBR, %
	dPSNR,dB

	SH Variant
	EHP profile
	-0,11
	0,00
	-0,66
	0,08
	-0,80
	0,04
	-0,32
	0,01

	
	HP profile 
	0,00
	0,00
	-0,61
	0,09
	-0,81
	0,04
	-0,36
	0,01

	DSP variant
	EHP profile 
	-0,10
	0,00
	-0,41
	0,07
	-0,81
	0,04
	-0,27
	0,01

	
	HP profile 
	0,00
	0,00
	-0,61
	0,09
	-0,81
	0,04
	-0,36
	0,01


4.9.2 CE contributions

JCT3V-C0094 3D-CE7.a Improved Nonlinear Depth Representation [I. Lim, H.-C. Wey, D.-S. Park (Samsung)] 

In this proposal, the nonlinear depth representation (NDR) [1] adopted in the 3DV-ATM is modified. The current NDR is prune to disparity center fluctuation. Because it checks just one time at the beginning of sequence and then on/off decision is fixed for the whole sequence. In this proposal, NDR is made more resilient to every frame by explicitly signalling slice by slice. The modified nonlinear depth representation was implemented in two sub-tests, respectively. and the first sub-test results shows -0.80% (decoded view) and -0.32% (rendered view) BD-rate in EHP Profile and -0.81% (decoded view) and -0.36% (rendered view) BD-rate in HP Profile when compared with 3DV-ATM ver. 6.0 under the common test conditions [2] without the encoding and decoding time increase. The second sub-test results shows -0.81% (decoded view) and -0.27% (rendered view) BD-rate in EHP Profile and -0.81% (decoded view) and -0.36% (rendered view) BD-rate in HP Profile when compared with 3DV-ATM ver. 6.0 under the common test conditions [2] without the encoding and decoding time increase.
Sub-proposal 1 signalled in slice header is supported by several experts.
Decision: Adopt sub-proposal 1 (slice-header signaling of using non-linear depth
JCT3V-C0166 3D-CE7.a Cross check of Improved Nonlinear Depth Representation by Poznan University of Technology [K. Wegner, O. Stankiewicz (Poznan Univ.)]   [late]

4.9.3 Conclusions

5 Non-CE technical contributions

5.1 3DV standard development

5.1.1 MVC plus depth

Breakout: S. Hattori (Friday 14:00), includes discussion on proposals in 5.1.1. and 5.2.1 and JCT3V-C0069
JCT3V-C0236 BoG report on MVC+D contributions [S.Hattori (Sony)] 

In the context of presenting/discussing the BoG report, it was also decided to rather produce the final text (ISO/IEC FDAM) with a reasonable editing period and wait with ITU consent for one more cycle of SG16 meetings.
The disposition of comments on the ISO/IEC DAM text was also discussed. Most comments are straightforward and will be accepted. The following items were discussed in the JCT-3V plenary:
· US #14 suggests inclusion of BT.2020 colorimetry – this is better kept for a separate amendment

· US #13 indicates that level limits are not clearly specified – requires more discussion in BoG

· FIN #2 requests change of naming convention of syntax elements. Agreed that “mvcd_xxx” would be a better naming than “3dvc_xxx”.

· FIN #9 requests to disable MBAFF for interlaced depth maps. Agreed.
JCT3V-C0031 MVC+D: on target output views [M. M. Hannuksela, D. Rusanovskyy (Nokia)] 

This contribution proposes to indicate whether a depth view or a texture view or both for each target output view is included in the 3DVC operation point. It is asserted that such indication requires syntax changes in the sequence parameter set 3DVC extension, the video usability information extension, the 3DVC view scalability information SEI message, and the 3DVC scalable nesting SEI message. Related changes are proposed for the main-level decoding process and for the sub-bitstream extraction process.

In addition, the contribution proposes the following changes:

1. It is proposed to remove the capability of signalling texture-only operation points in the 3DVC view scalability information SEI message.
2. It is proposed to add the information whether a texture view is coded with AVC/MVC NAL unit header and if a depth view is coded with AVC/MVC NAL unit header in the operation point signalling of the 3DVC view scalability information SEI message.
The contribution enables signaling of operation point for texture only, depth only or texture and depth. It enables flexibility of views to be operated depending on the application and services. The contribution proposes modifications to sequence parameter set 3DVC extension, VUI extension, 2 SEI messages to realize the signaling. The changes are similar to the flags already adopted in MVC+D which indicates whether the bitstream contain texture and/or depth for each view_id.

Through the proposed changes, the contribution enables packaging of access unit in case the bistream is composed of combination of field texture with frame coded depth which is unpaired depth but the time stamp aligns. 

The sub-bitstream extraction process of unpaired depth is enabled which the similar concept is also proposed in JCT3V-C0057. The proposed text are slightly different, however the two proposals achieves the same output.

The SEIs are modified similar to the modification in sequence parameter set 3DVC extension to enable the operation points.
The syntax for the SEI message has been modified to incorporate the 3D-AVC usage – to enable usage of the same SEI messages in both the specification – semantics currently does not mention the presence of 3D AVC, however, they will be over-written in 3D-AVC specification.

Comments from BoG:

It was commented that the contribution is suggested to be considered in the Finland NB comments. 

It was commented that the related contribution is provided in JCT3V-C0156 – which is more of clean ups.

It was commented that the contribution would allow depth view only operation points.

It was commented that no decoder complexity is added – supportive to introduce unpaired texture and depth operation points.

Recommend to introduce unpaired texture and depth operation points.

The syntax and semantics except for the sub-bittream extraction process were agreed ( See comments for JCT3V-C0057
The decoding process changes were also agreed.
Decision: Adopt.

Merged text of 0031 and 0057 to be provided by the proponents (to be reviewed with integrated text).

JCT3V-C0057 AHG7: Bitstream extraction for MVC+D [Y. Chen, Y.-K. Wang (Qualcomm)] 

In MVC+D, texture views and depth views can have different view dependencies, and a target output view may contain only texture or only depth. In the current MVC+D bitstream extraction process, both the texture view and the depth view, when present, of a dependent view are included in the sub-bitstream when a target output view depends on either the texture view or the depth view, even when one of the two is needed neither for decoding nor for output. It is proposed that the bitstream extraction process be modified such that unnecessary depth views or texture views are not included in the output sub-bitstream.
The contribution proposed sub-bitstream extraction of texture only or depth only target views. Two separate conditions are introduced – each for texture and depth. The contribution incorporates the changes made to MVC specification at previous MPEG meeting.

The contribution is related to JCT3V-C0031.
Comments from BoG:

The proponent of the related proposal JCT3V-C0031 commented that the difference between JCT3V-0031proposal is that JCT3V-0031proposal introduced input parameter - texture and depth view list, however there are no contradictions between the two contributions.

Recommend to introduce the sub-bitstream extraction process as proposed.

Recommend to merge descriptions with JCT3V-0031 and include it in the MVC+D specification.

Merged text to be provided.
Decision: Adopt.

Merged text of 0031 and 0057 to be provided by the proponents (to be reviewed with integrated text).

JCT3V-C0071 AHG4: MVC+D syntax mismatch with ATM 6.0 (frame coding) [C.-C. Lin, F.-C. Chen (ITRI)]

This contribution describes the syntax mismatches between ATM 6.0 and MVC+D specification[1].
The contribution reports that through the integration of interlace coding on ATM (as reported in JCT3V-C0069), the miss-match of the software and the MVC+D specification was found.

One of the miss-match requires specification changes as follows:

The current specification has a bug which disables encoding of chroma information etc (in SPS) for the MVC+D profile – profile_idc is missing in the condition.
Comments from BoG:

One participant commented that the reported bug is correct and should be fixed in the AVC specification as reported. 

It was also commented that other miss-matches are already being worked on currently to fix the ATM software together with the proponent.
Decision: change the subclause 7.3.2.1.1 in AVC specification to include profile_idc == 138 to encode chroma information etc in sequence parameter set.

Recommend to continue the work to fix the ATM software miss-match.

5.1.2 3D-AVC
JCT3V-C0092 Analysis on depth range based weight prediction (DRWP) in 3D-AVC [K.-J. Oh, H.-C. Wey, D.-S. Park (Samsung)] 

JCT3V-C0199 Cross-Check of the results on the analysis of depth range based weighted prediction proposed in JCT3V-C0092 [Y.-W. Chen, J.-L. Lin (MediaTek)] [late]

5.1.3 MFC

JCT3V-C0037 Unification of Upsampling Filters in MFC [P. Yin, H. Ganapathy, T. Lu, T. Chen, W. Husak (Dolby)]
JCT3V-C0040 Cross-check of JCT3V-C0037: Unification of Upsampling Filters in MFC [Y. He, Y. Ye (InterDigital)]

JCT3V-C0038 Editorial Improvements on WD for MVC extensions for inclusion of MFC (multi-resolution frame compatible) [P. Yin, H. Ganapathy, T. Lu, T. Chen, W. Husak (Dolby)]

5.1.4 MV-HEVC related
JCT3V-C0078 AHG13: On disparity vector constraints [O. Nakagami, T. Suzuki (Sony)]

This contribution is a follow-up of JCT3V-B0037. Coding efficiency impact of disparity vector constraint is studied for input video having vertical offset as AHG13 activity. Non-rectified MVC test sequences and CTC sequences with artificial vertical offset are studied. Both MV-HEVC and 3D-HEVC condition are studied using AHG13 software.

It is reported that the BD-rate difference is 0.0% in total when the offset is smaller than the constraint. On the other hand, the difference is more than about 40% in total when the offset is larger than the constraint.
The proposal is to define two profiles as MVC to satisfy the various requirements. One is namely Stereo-profile and the other is Multi-view profile, where the disparity vector constraints are mandated in the former but not mandated in the latter. Thus, it is asserted that low delay feature is realized in Stereo profile and high flexibility to the input is ensured in Multi-view profile.

Regarding the constraint value, 56 [pixel] is proposed since the significant coding loss is not observed in non-rectified MVC sequences while one LCU line delay functionality is achieved for the maximum LCU size.

Finally, to clarify the constraint, it is proposed to add a 1-bit sequence level flag in SPS extension. It is asserted that the flag is useful to transcode bitstream between the profiles.
JCT3V-C0145 AHG13: Cross-Check of disparity vector constraints proposed in JCT3V-B0078 [Y.-W. Chen, J.-L. Lin] 

JCT3V-C0083 AHG13: Disparity vector restrictions [T. Ikai, Y. Yoshiya (Sharp)]

In practical usage, it is beneficial if base view and dependent views can be decoded simultaneously. However it cannot be achieved because the dependent view may depend on whole picture of base view in the current scheme.  In this contribution, the vertical range of disparity vector is restricted to zero in inter-view motion derivation stage (IV) and also the vertical range is restricted within 56 pixels in “motion compensation stage”(MC). The restriction in IV reduces memory access complexity and the restriction in MC guarantees the range in both decoder and encoder.  The methods are controlled by a SPS extension flag and the flag shall be set equal to 1 in the proposed Stereo profile. The simulation results shows that the restriction brings no or small coding loss in CTC and non-rectified MVC sequences while there are significant loss in 2D-array sequences.

Loss in Akko and Kayo, Flamenco (non-parallel or vertical camera)
Main intent is parallelism of decoders
Mandatory constraint (profile/level)
Q: Would it not be necessary to make the constraint dependent on picture size?
JCT3V-C0080 AHG13: Cross-check of Disparity vector restrictions (JCT3V-C0083) [O. Nakagami (Sony)]

JCT3V-C0129 AHG13: Constrained DV for inter-view data access [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

Since the common test condition (CTC) sequences are all rectified and have no vertical shift between views, in the current HTM there is a constraint forcing the vertical component of the derived disparity vector (DV) used for the inter-view residual prediction to zero. In JCT3V-B0087, it was proposed to apply the same constraint on the DV used for the inter-view motion parameter prediction for rectified multi-view videos. In this proposal, in order to accommodate both rectified and non-rectified multi-view videos, it is proposed to add one flag in video parameter set (VPS) to enable or disable the DV constraint for both inter-view residual prediction and inter-view motion parameter prediction.
Additional flag to enable for inter-view motion prediction and inter-view residual.
Encoder decision: Restriction is optional – but how can it then fulfill the purpose of restricting memory bandwidth?
JCT3V-C0195 AHG13: Crosscheck of Constrained DV for inter-view data access (JCT3V-C0129) [T. Ikai (Sharp)]


JCT3V-C0198 AHG13: Test results on AHG recommended condition [T. Ikai (Sharp)]

5.2 High-level syntax 

5.2.1 AVC / MVC+D related
JCT3V-C0156 MVC+D HLS: On unpaired MVD and field coding [M. M. Hannuksela, D. Rusanovskyy (Nokia)] 

This contribution proposes asserted clean-ups and bug fixes related to the unpaired multiview-video-plus-depth (MVD) support and field coding. It also proposes that when an access unit contains coded depth field view components, they shall be of the same parity.
The contribution is clean ups and bug fixes of current MVC+D specification related to access unit structure of unpaired field texture and depth.

4 changes were proposed:

1) Delete some text in SPS MVC ext which disenables unpaired MVD, 

2) Editorial paragraph reconstruction which defines the access unit structure, 

3) Clarify the VOIdx for textre and depth view in SPS 3DVC extension, 

4) Modification to disallow the flexibility of mixed field/frame coding within access unit similar to MVC constraints.

Comments from BoG:

Through the review, some modification in proposed text were made for Proposal 2) and Proposal 4).

For Proposal 2), the proposed text unintentionally allowed depth frame view component to be composed with second field of texture field view component – which is prohibited in the current MVC+D specification.

For Proposal 4), the proposal added the constraints to the profile section of the specification. Several comments were made that the constraints should be included in the main part of the specification – the reason being that the same constraints for the MVC is defined in the main part.

The BoG recommended the revised Proposal 2) and Proposal 4) text.

Recommend to include all proposed text changes (replacing text for Proposal 2) and Proposal 4) with revised text) to be included in MVC+D specification.
Decision: Adopt as suggested by BoG.

Text to be provided by the proponent (to be reviewed with integrated text).

JCT3V-C0158 MVC+D HLS: depth sampling characteristics [M. M. Hannuksela, D. Rusanovskyy (Nokia)] 

This contribution proposes to enable indications of depth sampling grid location as well as depth sample size relative to those of the texture as video usability information (VUI). It is also proposed to enable indicating, as supplemental enhancement information (SEI) message, a suggested depth output time relative to the output time of the texture view components of the same access unit. It is suggested that these pieces of information can be assist a decoder side post-processing unit to perform depth-image-based rendering (DIBR) properly.
The contribution includes 2 proposals: 
1) Add a metadata to indicate sample size and grid location of depth in VUI. 
2) Define a new SEI message to indicate the time stamp of depth.

Comments from BoG:

Overall, supportive comments were made that both of information are useful.

It was commented that since the sample aspect ratio relative to the physical size for the texture case, the depth sample aspect ratio may also be defined in the same way.

It was commented that the similar information may be derived from the camera parameter – in case the camera parameter is provided, the proposed information may likely not be used.

It was commented that texture views may have miss-alignment in time stamps also (between views).

It was commented that the depth sample information proposed to be defined in VUI may be more suitable to define in the SEI message – no other depth specific VUI information is yet defined.

The BoG recommendrd the revised Proposal 1) to be defined as a new SEI message and included in MVC+D specification. ( Revised text to be provided.

Recommend to introduce Proposal 2) in the MVC+D specification as proposed.
Decision: Adopt.

Text to be provided by the proponent (to be reviewed with integrated text).

JCT3V-C0162 MVC+D HLS: on depth acquisition information and depth representation information SEI messages [M. M. Hannuksela (Nokia)] 

The contribution proposes to merge the depth acquisition information SEI message and depth representation information SEI message into a single SEI message. Moreover, several changes to the syntax and semantics of both messages are proposed.
The contribution is clean ups and bug fixes of the depth acquisition information SEI message and depth representation SEI message. The current syntax and semantics for depth acquisition information SEI includes redundant information and missing semantics.

Following proposals were made – only 1 proposal has spec text (Proposal 1)

1) Enable currently defined multiview acquisition information SEI to be used for both texture and depth

2) Remove the unnecessary constraint in depth acquisition information SEI, which disenables miss-alignment of camera position between texture and depth. Depth sensor camera may not always be in the same position as texture camera.

3) Bug fixes of semantics for some of the parameters in depth acquisition information SEI.

4) Missing semantics – units for DMin/DMax and ZNear/Zfar

5) Clean ups and bug fixes in depth representation information SEI (unnecessary parameters, unclear semantics etc)

Comments from the BoG:

It was commented that in case of unpaired texture and depth case, the correct mapping of texture views and depth views must be defined in the semantics of multiview acquisition information SEI message.

It was also commented that DMin and DMax may need to be defined in texture sample since it is used for texture view synthesis.

Overall, the proposed changes were agreed except Proposal 1) and Proposal 4).

Some participant commented that some more time is needed to review the proposal.
It was commented that since the changes are large and only part of the spec text are available at this moment, the thorough review of the members will be necessary.

Decision: Adopt items 2), 3), 5) as recommended by BoG.
About 1): The concept is to avoid redundant information of camera parameters of texture (existing multiview acquisition information SEI) and depth (new depth acquisition information SEI), with an approach to include the parameters in the scalable nesting

It needs to be double checked whether by this approach it is possible to extract depth only from the bitstream, including the acquisition parameters (which may be useful for some applications). If confirmed, this should be adopted (revisit – to be confirmed by other experts when the draft text is reviewed).
About 4): Another suggestion from the proposal is to define the min and max disparity values that are part of the depth acquisition information SEI in terms of depth samples (currently not clearly specified). In a subsequent discussion in JCT-3V, agreement was reached that it is more consistent to use units of texture luma samples. Decision: Modify text of SEI w.r.t. meaning of min/max disparity in units of texture luma. M. Hannuksela provides text.
JCT3V-C0121 MVC+D: Clarification on Depth acquisition information SEI message [X. Yang, C. Zhang, R. Yue (??)]

Camera parameters are coded in Depth acquisition information SEI message for view synthesis prediction (VSP). However the semantics of some camera related flag are not so clear. This contribution proposes to clarify the semantics of these flags. The proposed solution saves some bits in most cases by only adding minor descriptions to the current specification.
The contribution proposed simple modification to the current depth acquisition information SEI message. The contribution is to simplification the semantics of the parameters. 

The modifications are proposed for following two parameters: 1) focal length, 2) principal point

For the focal length, the contribution pointed out that both directions of vertical and horizontal of focal_length should always be signaled together. It proposes to change the semantics of the existing flag to indicate that in case only one of either vertical or horizontal direction, it infers that they have the same values.

For the principal point, the contribution propose to infer the value to half of the image size in case the flag is not set to true which indicates signaling of specific values.

The contribution is related to JCT3V-C0162. JCT3V-C0162 proposes to remove the depth acquisition information SEI message – which indicates that proposed changes are not needed.
Comments from BoG:

One participant commented that there may not be necessary to have two different flags for vertical and horizontal direction focal length. One single flag to indicate signaling of both information may be enough – since it is usually the case the post-processing will need both of the information.

Some participants commented that the changes proposed in the contribution is minor such that this contribution should be first considered before considering JCT3V-C0162 which includes more complex proposal.
From follow-up discussion in JCT-3V plenary:
Benefit of the suggested change is not obvious (avoid separate signalling of focal length parameters they are identical), no surplus camera paramters are added; since compression is not of importance for SEI parameters, it is better to keep the design consistent and retain the old SEI message syntax and semantics.
No action.
5.2.2 HEVC related
JCT3V-C0235 Joint BoG report on extension high-level syntax [J. Boyce, Y. Chen] 

JCT3V-C0059 AHG7: Target output views for MV-HEVC [Y. Chen, Y.-K. Wang (Qualcomm)] 

(presented in joint meeting/BoG)

JCT3V-C0060 AHG7: Reference picture list initialization for MV-HEVC [A. Ramasubramonian, L.Zhang, Y. Chen, Y.-K. Wang (Qualcomm)] 
JCT3V-C0041 Proposed VPS extension semantics and editorial cleanups to syntax [J. Boyce, Y.-K. Wang, S. Deshpande]
(presented in joint meeting/BoG) (JCTVC-L0181)
At 0945 in a joint discussion between JCT-VC and JCT-3V (Fri. 18 Jan.):

A working draft design for the HLS of the extensions was produced from the last two meetings – most recently in JCTVC-K1007 / JCT-3V-B1007.

Based on (essentially) editorial improvement of that was provided in L0181 / C0041.

Note that a "layer" is a view layer or non-temporal (i.e. quality or spatial) scalability layer, not a temporal sub-layer (which is called a "sub-layer").

Decision: It was agreed that L0181 should be used as the starting basis for further refinement (in the SHVC test model 1 and MV-HEVC draft 3 – in which the non-relevant aspects may be identified as reserved).

L0188 / C0146 was a proposal of additional technical change relative to that.

L0226 was also mentioned as an overlapping proposal.

L0188 / C0146 proposes a "HLS-only" scalable extension for SHVC.

It was reported that the "reference index only" (an HLS-only approach) and "IntraBL" (which requires low-level changes) approaches had about the same gain, and that additional low-level changes provided only small further gain:

· L0336 (simplified motion mapping HLS-only approach) providing 0.9% further gain

· L0108 showing a combination of low-level changes to bring an additional ~4% gain with substantial additional complexity.

L0188 provided a complete specification text as a proposed starting point, including both this type of SHVC support and the current MV-HEVC scheme.

It was suggested to adopt this as a first working draft for SHVC. Some participants indicated that the IntraBL approach is similar in complexity if lower-level changes would be considered. It was also remarked that various particular aspects of the proposal should be discussed and evaluated.

It was remarked that this text could be useful also as the basis of specification of an IntraBL approach as well.



The result of these refinements will be integrated into SHVC TM and MV-HEVC Draft3 (ISO PDAM)

Draft3 will mark items that are not used in Multiview (e.g. dependency ID) as reserved.

JCT3V-C0061 AHG7: Slice header prediction for MV-HEVC [A. Ramasubramonian, Y. Chen, Y.-K. Wang (Qualcomm)] 

JCT3V-C0079 AHG7: On initialization process for reference picture lists [O. Nakagami, Y. Takahashi, T. Suzuki (Sony)]

JCT3V-C0187 AHG7: Crosscheck results on initialization process for reference picture lists (JCT3V-C0079) [S. Shimizu, S. Sugimoto (NTT)]

JCT3V-C0081 AHG7: On Random access point pictures and picture order counts for MV-HEVC [B. Choi, M.W. Park, J. Yoon, C. Kim, J. Park (Samsung)] 
(presented in joint meeting/BoG)

JCT3V-C0082 AHG7: Reference picture marking process for MV-HEVC [B. Choi, M.W. Park, J. Yoon, C. Kim, J. Park (Samsung)] 

JCT3V-C0084 AHG7: POC alignment between layers [T. Ikai, Y. Yoshiya, T. Uchiumi (Sharp)]
(presented in joint meeting/BoG)

JCT3V-C0085 AHG7: RAP picture alignment and slice definition [T. Ikai, Y. Yoshiya, T. Uchiumi (Sharp)] 
(presented in joint meeting/BoG)

JCT3V-C0086 AHG7: On VPS extension [T. Ikai, Y. Yoshiya, T. Uchiumi (Sharp)] 

(presented in joint meeting/BoG)

JCT3V-C0106 AHG7: Video parameter set extension design for MV-HEVC and 3D-HEVC [B. Choi, M.W. Park, J. Yoon, C. Kim, J. Park (Samsung)] 
(presented in joint meeting/BoG)

JCT3V-C0146 Unification of scalable and multi-view extensions with HLS only changes [K. Ugur, Miska M. Hannuksela, J. Lainema, D. Rusanovskyy (Nokia)]

(presented in joint meeting/BoG)

“Strawman” document starting from B0007/K0007, including MV-HEVC draft.

JCT3V-C0062 AHG7: Parallel decoding SEI for MV-HEVC [Y. Chen, V. Seregin, A. Ramasubramonian, L. Zhang, Y.-K. Wang (Qualcomm)] 

JCT3V-C0165 MV-HEVC: on RAP pictures [M. M. Hannuksela (Nokia)]

(presented in joint meeting/BoG)

5.3 Other technical contributions on coding layer
5.3.1 HEVC TMVP hook

JCT3V-C0064 Temporal motion vector prediction hook for efficient merge mode in MV-HEVC [Y. Chen, Y.-K. Wang, V. Seregin, L. Zhang, M. Karczewicz (Qualcomm), K. Ugur, M. M. Hannuksela (Nokia)] 

This contribution is submitted to JCT-3V to collect feedback, although the proposal is more essential to JCT-3V as it targets at changing the HEVC version 1, the proposal itself is mainly for more efficient MV-HEVC coding. The following is a copy of the content of document proposed to JCT-VC, as in JCTVC-L0257.

In the context of multiview or 3DV coding, reference index equal to zero in merge mode may correspond to the reference picture in the same view, while the motion vector (MV) of the co-located PU may point to an inter-view reference picture which is marked as long-term. In this case, TMVP candidate is considered as unavailable. To address this issue, it is proposed that in this case the motion vector is still available, with a changed target reference index (which is non-zero). For multiview video coding (MV-HEVC), the proposed method provides about 0.94% average bitrate saving for the all the views and 2.5% bitrate saving for the non-base views. As only high-level syntax changes are allowed for MV-HEVC, the change is proposed for HEVC version 1.

The contribution proposes the following options for deriving the changed target reference index for the merge mode:

1. In HEVC version 1, the changed target reference index is always set equal to 0 during the invocation of the reference picture list construction process. This option has reportedly the smallest impact among all the options for decoding processes.

2. Indicating the changed target reference index in the slice segment header. This option has reportedly the second smallest impact among all the options for decoding processes, as no derivation of the changed target reference index is required.

3. Deriving the changed target reference index to be equal to the smallest reference index which has a different marking (as used as short-term or long-term reference) from that of reference index 0. This option was presented in JCTVC-K0239.

4. In the case the co-located PU points to a reference picture having a different layer identifier (equal to layerA) than that for reference index 0, deriving the changed target reference index to be equal to the smallest reference index that has layer identifier equal to layerA. This option can reportedly support more than one potential inter-view prediction source (e.g. for B views) unlike the previous two options. Furthermore, the derivation of the changed target reference index is never invoked for HEVC v1 bitstreams.

One of the options is proposed for adoption in HEVC version 1.

Option 2 would be the most straightforward

· Option of using TMVP with LTP signalled at slice header

· requires two additional checks in the TMVP generation (additional complexity)

· Report gain for 2-view case

· If at all, the option of using TMVP with LTP should already be enabled in v1.

JCT3V-C0201 Hook on temporal motion vector prediction for M-HEVC [Y. Lin, X. Zheng, J. Zheng (HiSilicon)]

This proposal is a copy of JCTVC-L0177, which targets to improve coding efficiency for MV-HEVC with modification to HEVC specification. MV-HEVC Hook on temporal motion vector derivation is proposed with 2 modifications to HEVC. The first modification to collocated MV selection is made such that the collocated MV has the same reference picture list direction as that of current MV when collocated picture has same POC value as current picture. The second modification is made to collocated picture selection in a way that the collocated picture has different picture type (i.e. short-term or long-term) as current reference picture. The two modifications provide 1.8% average bitrate saving for 3-view coding under MV-HEVC configuration, and coding gain for single dependent view reaches up to 4.3%.

First solution suggests a check for POC  difference 0 (which can never occur in a monoscopic sequence) and/or (?) LTP to enable TMVP from the vector of the other view.  Unclear if POC difference 0 could occur in other future extensions (e.g. SHVC)
Results are giving slightly less BR reduction than the other approach (JCT3V-C0064), which may be due to the fact that the colocated block is at same position.
Second solution suggests more substantial changes which would not be acceptable in last minute of HEVC base spec standardization.

Decision: Suggest adoption of solution 2 from JCT3V-C0064 to JCT-VC, with considerations as said above.

5.3.2 HEVC related
JCT3V-C0055 AHG5: Bug fix for disparity vector derivation in 3D-HEVC [J. Kang, Y. Chen, L. Zhang, M. Karczewicz (Qualcomm)] 
This proposal presents software bug fixes for the disparity vector derivation clean-ups in the current 3D-HEVC. In 3D-HEVC specification, the “low-delay B check” in searching a disparity motion vector of temporal neighboring blocks is not performed. However, the software still performs such a check. It is reported such a check is redundant and the software changes are provided in this proposal to make the software aligned with 3D-HEVC. It is reported that such a check has no impact on coding efficiency. 

Decision (SW): Adopt
JCT3V-C0208 AHG5: Crosscheck of bug fix for disparity vector derivation in 3D-HEVC (JCT3V-C0055) [J. Sung (LG)] [late] 

JCT3V-C0056 Asymmetric spatial resolutions for 3D-HEVC [X. Zhao, Y. Chen, L. Zhang, J. Chen, M. Karczewicz (Qualcomm)] 

JCT3V-C0111 Non-CE Simplified illumination compensation for 3D-HEVC [J. W. Jung, H. Liu, J. Jia, S. Yea (LG)]

JCT3V-C0128 Cross-verification of LG's proposal on Simplified illumination compensation for 3D-HEVC (JCT3V-C0111) [X. Zheng (Hisilicon)] [late]

JCT3V-C0115 3D-HEVC: Alignment of inter-view vector scaling [Y. Takahashi, O. Nakagami, S. Hattori, T. Suzuki (Sony)]
JCT3V-C0193 3D-HEVC: Crosscheck of Alignment of inter-view vector scaling (JCT3V-C0115) [T. Ikai (Sharp)] 

JCT3V-C0116 3D-HEVC: Inter-view vector scaling for AMVP [Y. Takahashi, O. Nakagami, S. Hattori, T. Suzuki (Sony)]

JCT3V-C0194 3D-HEVC: Crosscheck of Inter-view vector scaling for AMVP (JCT3V-C0116) [T. Ikai (Sharp)] 

JCT3V-C0223 Results on Weighted Prediction for 3D-HEVC [J. W. Jung, H. Liu, S. Yea] [late]

JCT3V-C0233 Cross-check of Results on Weighted Prediction for 3D-HEVC [S. Yoo, D. Sim (??)] [late]
5.3.3 AVC related
JCT3V-C0035 MB skip flag coding optimized for 3D video compression [I. Kovliga, A. Fartukov, M. Mishurovskiy, J. Y. Lee (Samsung)] [late]

JCT3V-C0211 Crosscheck results on MB skip flag coding optimized for 3D video compression (JCT3V-C0035) [S. Shimizu, S. Sugimoto (NTT)] [late] 

JCT3V-C0231 Cross-check results on Samsung's proposal (JCT3V-C0035) [G. Bang(ETRI), Y.S. Heo, K.Y. Kim, G.H. Park(KHU), W.S.Cheong, N.H. Hur(ETRI)] [late] 
JCT3V-C0054 Simplifications for adaptive luminance compensation in 3D-AVC [J. Kang, Y. Chen, L. Zhang, M. Karczewicz (Qualcomm)] 

JCT3V-C0150 The report on cross-check of "Simplifications for adaptive luminance compensation in 3D-AVC" [M. Mishurovskiy, I. Kovliga, A. Fartukov (Samsung)] [late]

JCT3V-C0070 3DV-ATM: View synthesis quality improvement for in-loop view-synthesis based inter-view prediction [C.-F. Chen, G. G. (Chris) Lee, C.-S. Siao (NCKU)] [late]

JCT3V-C0072 Cross check report of 3DV-ATM: View synthesis quality improvement for in-loop view-synthesis based inter-view prediction (JCT3V-C0070) [C.-C. Chen, T.-S. Chang, W.-H. Peng, H.-M. Hang (NCTU)] [late]

JCT3V-C0125 Cross check of 3DV-ATM: View synthesis quality improvement for in-loop view-synthesis based inter-view prediction (JCT3V-C0070) [C.-C. Lin, F.-C. Chen (ITRI)] [late]

JCT3V-C0124 MVC deblocking for Adaptive Luminance Compensation [K.Y. Kim, Y.S. Heo, G.H. Park (KHU)]

JCT3V-C0215 Cross-check of deblocking for adaptive luminance compensation of KHU (JCT3V-C0124) [S. Yoo, D. Sim (KWU)] [late] 

JCT3V-C0168 AHG4: Reduced complexity depth coding in 3D-AVC [D. Rusanovskyy, M. Hannuksela (Nokia)]

5.4 Conformance

5.5 Software

5.5.1 General
5.5.2 AVC related
JCT3V-C0069 AHG4: Interlace coding on ATM Encoder [C.-C. Lin, F.-C. Chen (ITRI)]

Was reviewed in BoG (JCT3V-0236). Confirmed by proponents taht it is planned to have the full integration of interlaced tools into ATM software by the next meeting.
This document describes the issues and development status of ATM interlace support for consideration as MVC+D reference software.
The contribution reports on integrating interlace coding on MVC+D software – ATM. The contribution reported problems in ATM which needs to be resolved in order to support interlace coding in ATM. 

As current status of integration work, the contribution reported that software is capable of coding all of test sequences as field, however, one sequence is indicating some blocking effect – which the reason is currently investigated.

Only the encoder is worked on currently. The decoder needs to be worked on as future work.

Future work was introduced to finalize the integration – related contribution JCT3V-C0071.

The contribution proposes coding configuration for the HP profile of ATM based on the integaration.

Comments from BoG:

Some participants commented that the proposed coding configuration should be specified in ATM software description – and the MVC+D ATM software description should be a separated document as independent document.

Recommend to create an independent software description for MVC+D which includes proposed coding configuration. ITRI will provide the initial draft.
JCT3V-C0036 Report on results of cross-check on coding with JMVC+Depth software in interlace mode [O. Stankiewicz, K. Wegner (Poznan Univ.)]

This report presents results of cross-check of coding with JMVC+D software initially provided by Sony, further modified by ITRI, performed by Poznan University of Technology.
On one platform (Sentos Linux) no encoder crash in cases of interlaced texture and progressive or interlaced depth. On other platforms, only progressive/progressive works.

Decoding is not a problem on any platform.

T. Suzuki reports that a bug was found in the motion estimation part, which may be a likely reason for the crash.
JCT3V-C0164 Recommendation on MVC+D reference software [O. Stankiewicz (Poznan Univ. ), K. Wegner (Poznan Univ.), D. Rusanovskyy (Nokia)] [reject]

In this document advantages and disadvantages of available candidates for MVC+D reference software are discussed. It is observed that neither of available candidates (JMVC or 3DV-ATM) are currently fully compliant with general requirements on MPEG standard reference software and both candidates need additional development efforts to comply with it. However, considering design architecture and stability of software packages, it is recommended to utilize 3DV-ATM software as a reference test model for MVC+D specification. The list of recommended changes is provided in m27809/JCT3V-C0069 and m27811/JCT3V-C0071 MPEG documents.
3DV ATM software (JM based) lacks interlace support (ITRI is working on it, according to C0069), and had a (meanwhile fixed) bug in HL syntax of MVC+D

JMVC-based software would lack the implementation of substantial parts of HL syntax of MVC+D, and has a bug in interlace (which would be resolved if the report under C0036 comes true).
Due to that situation, at this moment there is no way to make a cross-platform check (e.g. JM encoder, JMVC decoder) of bitstreams (not mandatory, but would simplify verification of the development).
5.5.3 HEVC related
5.6 Source video test material
JCT3V-C0101 AHG11: 3D Test Materials from NTCT-3D data set [S. Shimizu, S. Sugimoto, H. Kimata (NTT)] 

JCT3V-C0210 3D Holoscopic Video Test Material [Paulo Nunes (IT/ISCTE-IUL), Luis Soares (IT/ISCTE-IUL), Amar Aggoun (Brunel University)] [late]

5.7 Alternative depth formats
JCT3V-C0033 AhG8: Multiview video + warp coding with a MVC+D-like MV-HEVC-based coding system [N. Stefanoski, A. Smolic (Disney Research Zurich)]

JCT3V-C0043 AHG8: Report on Relation of GVD Format with Current 3D Video Standardization Tracks [T. Senoh, Y. Ichihashi, H. Sasaki, K. Yamamoto, M. Tanimoto, K. Suzuki (??)] [initial version rejected due to missing patent statememt]

JCT3V-C0048 AHG8: Draft Text for Signaling of Alternative 3D Format in ISO/IEC 14496-10 (ITU-T H.264) [T. Senoh, Y. Ichihashi, H. Sasaki, K. Yamamoto, M. Tanimoto, K. Suzuki (??)]

JCT3V-C0058 AHG08: Technical Description of residual data generation and target view synthesis in GVD (Global View and Depth) 3D Format [K. Suzuki, M. Tanimoto (NISRI), T. Senoh (NICT)]

JCT3V-C0234 360 degree viewable 3D Display “Holo-Table” [Hideyoshi Horimai (3Dragons)] 

5.8 Non-normative contributions
JCT3V-C0039 A New Hybrid View Synthesis Method for View Interpolation and Extrapolation [I. Koreshev, M. T. Pourazad, P. Nasiopoulos (UBC & TELUS)] [late]

JCT3V-C0090 JCT3V – Improvement of the rate control for 3D multi-view video coding [W. Lim, D. Sim, I. Bajić (??)] 

5.9 Quality assessment
JCT3V-C0032 A human visual system based 3D video quality metric [A. Banitalebi-Dehkordi, M. T. Pourazad, P. Nasiopoulos (UBC & TELUS)]

JCT3V-C0202 AHG9: Correlation analysis between MOS data collected on stereoscopic and autostereoscopic displays [Tomasz Grajek, Olgierd Stankiewicz, Krzysztof Wegner (Poznan Univ.)] [late]

5.10 Withdrawn, unclear-category and missing contributions

JCT3V-C0066 Withdrawn
JCT3V-C0073 Withdrawn
JCT3V-C0074 Withdrawn
JCT3V-C0075 Withdrawn
JCT3V-C0076 Withdrawn
JCT3V-C0077 Withdrawn
JCT3V-C0095 Withdrawn
JCT3V-C0099 Withdrawn

JCT3V-C0107 Withdrawn
JCT3V-C0178 Withdrawn
6 Plenary Discussions and BoG Reports

6.1 Project development

 see under relevant topics.
6.2 BoGs

 see under relevant topics.
7 Project planning

7.1 General issues for CEs

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs, for example designated as CEX.A.a, CEX.H.b (where A stands for AVC and H for HEVC related 3D technology), etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using same software codebase, which should be based on either the ATM or HTM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCT3V-A1100.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-3V reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis. Exceptions must be justified, discussed on the general JCT-3V reflector, and recorded in the abstract of the summary report.

Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-3V output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-3V document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document JCT3V-A11xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-3V is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-3V members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

7.2 Common Conditions for 3D Video Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCT3V-B1100.

7.3 Software development 

ATM software:
Current availability: (see CTC), to be made publicly available without password protection

Version 6.0 (including only adoptions that affect CTC) should be available within 3 weeks after the meeting (Nov 12). Version 6.1 (including all remaining adoptions) is planned to be available 2 weeks later (Nov 26). All CEs should be based on Version 6.0 unless otherwise stated in the CE workplan. Any versions that provide software fixes or features beyond Version 6.0 may be used in CEs as the discretion of the CE coordinator and with consensus of all CE participants.
HTM software:

Current availability: (see CTC), already available without password protection

Version 5.0 (including only adoptions that affect CTC) should be available within 4 weeks after the meeting (Nov 19). Version 5.1 (including all remaining adoptions) is planned to be available 2 weeks later (Dec 3). All CEs should be based on Version 5.0 unless otherwise stated in the CE workplan. Any versions that provide software fixes or features beyond Version 5.0 may be used in CEs as the discretion of the CE coordinator and with consensus of all CE participants.
There was an expressed desired to support flexible coding order in the latest version of HTM software. Several experts supported this. The software coordinators will consider this as part of the software integration plan. CE coordinators may specify additional tests that utilize this capability.
Note: It would be desirable in the future to make software integration of adopted tools more in parallel 
A bug tracking system (similar to JCT-VC practices).will be set up after the meeting (hosting organisation: HHI). Separate bug lists are planned to be used for the different standardization tracks and the two software packages.
It is to the discretion of the software coordinators to set up a time line for the integration and request proponents to finish integration by a given date (email to be sent to providers of software by 2012-07-20).

Integration Procedure & Guidelines

Integration is done in a serial way. Each integrator cross-checks the version provided by his predecessor.  The cross check for the last version is carried out by the software coordinators.

Integration Guidelines

When integrating 

· software changes should be enclosed by macros switchable by defines including company and proposal number e.g.

#define MYCOMPANYS_DEPTHFILTER_JCT3V_B0555  1

#if MYCOMPANYS_DEPTHFILTER_JCT3V_B0555
// do stuff

#endif

· new tools should be made switchable in the cfg-file if reasonable 

· cfg-files should be updated

Delivery of software

Before delivering the software to the next integrator it should be checked if

· the software compiles under windows and linux

· software compiles and delivers same results as previous version when integrated tools are disabled by macro or cfg-settings

· there are encoder-decoder mismatches

· there are memory leaks by measuring maximum memory consumption (or specific tools e.g. valgrind) is 

· visual quality is not disturbed

Additional to the software cfg-files that reflect proposed settings and an excel sheet with coding results should be provided. Software and cfg-files should be delivered by checking it in to the corresponding (HTM or ATM) software repositories. 

When software is delivered this should be announced to the reflector. Moreover, every further change on the software should be announced. If there is a delay in integration this should be communicated to the reflector. 

1.1 Cross check

For cross checking the same steps as described in section 3.2 should be carried out as soon as possible, but should not take more than five working days. Moreover it should be checked if integrated tools correspond to the adopted proposal. Results of cross check should be announced to the reflector. The result-sheet should be made available to the group. 

1.2 Procedure if cross check fails or planned delivery data cannot be held

If a planned delivery date cannot be held this should be announced to the reflector. 

If the crosscheck fails or the previous integrator has not delivered the software within 3 days or result sheet within 5 days after planned delivery date 

· the current integrator should integrate in the last cross-checked version

· the previous integrator falls back to the end of the integration plan

1.3 Software repositories 

1.3.1 HTM

HTM software can be checked in

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/
Therefore for each integrator an own software branch will be created by the software coordinator containing the current anchor version or the version of the previous integrator:

e.g.  branches/0.7-mycompany
The branch of the last integrator will become the new release candidate tag.

e.g. tags/0.8rc1

This tag can be cross-check by the group for. If no problems occur the release candidate will become the new tag after 7-days:

e.g. tags/0.8

If reasonable intermediate release candidate tags can be created by the software coordinator. 

1.3.2 ATM

An official release of the 3DV-ATM software can be check out by mpeg3dv SVN users from the following location:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/
Following every MPEG 3DV meeting, software coordinator creates a new branch for the integration of adopted proposals:
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/mpeg10X_post_integration/
Software integrator checks-out the software from integration branch at its turn of integration plan and integrates proposal as it is specified in Sections 3.1-3.2. 

Software integrator communicates a new software version over the email list to the cross-checker and to the software coordinator.

The software coordinator checks-in to the integration branch every new software integration with confirmed cross-check, as it is specified in the Section 3.3. 

Once the integration plan is completed, the software coordinator cross-check version available in the integration branch and checks-in a new official release of the 3DV-ATM to the http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/. 

1.4 List of CEs:

· CE1: View synthesis prediction [Coordinator: F. Jäger, S. Shimizu]
· CE2: Disparity vector derivation [Coordinator: Y. Chen]
· CE3: Inter-component prediction [Coordinator: J. Jung]
· CE4: Residual prediction [Coordinator: L. Zhang]

· CE5: Inter-view/motion prediction [Coordinator: Y. Chang, S. Yea]
· CE6: Depth intra coding [Coordinator: P. Merkle] 
· CE7: Coded depth representation [Coordinator: K. Wegner]
8 Establishment of ad hoc groups

The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-3V reflector (jct-3v@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-3V project management (AHG1)

(jct-3v@lists.rwth-aachen.de)

· Coordinate overall JCT-3V interim efforts.

· Report on project status to JCT-3V reflector.

· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	MVC+D / 3D-AVC Draft and Test Model editing (AHG2)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-B1001 MVC Extension for Inclusion of Depth Maps Draft Text 5. 
· Produce and finalize JCT3V-B1002 3D-AVC Draft Text 4.

· Produce and finalize JCT3V-B1003 3D-AVC Test Model 4 Description.

· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-AVC Software Integration AhG to address issues relating to mismatches between software and text.
· Set up a bug tracking system.
	M. Hannuksela, S. Hattori (co-chairs), Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	MV-HEVC / 3D-HEVC Test Model editing (AHG3)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-B1005 3D-HEVC Test Model Description draft 2.
· Produce and finalize JCT3V-B1004 MV-HEVC text specification draft 2.

· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-HEVC Software Integration AhG to address issues relating to mismatches between software and text.
· Set up a bug tracking system.
	G. Tech, K. Wegner (co-chairs), Y. Chen, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	3D-AVC Software Integration (AHG4)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the 3DV-ATM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver 3DV-ATM v6.0 software version and the reference configuration encodings according to JCT3V-B1100 based on common conditions suitable for use in most core experiments (expected within 3 weeks after the meeting).

· Prepare and deliver 3DV-ATM v6.1 software version with remaining non-CTC adoptions (expected within 2 weeks after v6.0).

· Perform analysis and reconfirmation checks of the behavior of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with MVC+D / 3D-AVC Draft and Test Model editing (AHG2)  to identify any mismatches between software and text.
· Prepare one package of reference software related to JCT3V-B1001.
· Set up a bug tracking system.
	D. Rusanovskyy (chair), J. Y. Lee, J.-L. Lin, O. Stankiewicz, D. Tian (vice chairs)
	N

	3D-HEVC Software Integration (AHG5)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the HTM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HTM 5.0 software version and the reference configuration encodings according to JCT3V-B1100 based on common conditions suitable for use in most core experiments (expected within 4 weeks after the meeting).

· Prepare and deliver HTM 5.1 software that include additional items not integrated into the 5.0 version (expected within 2 weeks after the 5.0 software release).

· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.
· Coordinate with MV-HEVC Draft and 3D-HEVC Test Model editing AhG to identify any mismatches between software and text.
· Set up a bug tracking system.
	G. Tech, L. Zhang (co-chairs), Y. Chang, K. Wegner (vice chairs)
	N

	3D Coding Tool Testing (AHG6)

(jct-3v@lists.rwth-aachen.de)

· Discuss and finalize CE work plans

· Study the Common Test Conditions and suggest possible changes
· Coordinate between core experiments when necessary.

· Report on status of core experiments.

· Prepare viewing for 3rd JCT-3V meeting.
	K. Müller, A. Vetro (co-chairs)
	N

	3D High level syntax  (AHG7)

(jct-3v@lists.rwth-aachen.de)

· Study the MV-HEVC/3D-HEVC design based on the latest HEVC draft.

· Study high level syntax design extensions of AVC for 3DV functionalities. 

· Study the relations of AVC multiview/3D extensions and HEVC multiview/3D extensions on high-level syntax concepts, e.g., related to SEI messages.

· Identify commonality of multi-view and scalable high-level extensions of HEVC.
	Y. Chen, T. Rusert, H. Schwarz (co-chairs)
	N

	Alternative 3D Formats (AHG8)

(jct-3v@lists.rwth-aachen.de)

· Explore the relation of GVD (Global View and Depth) format with current 3D video standardization tracks (MVC+D, 3D-AVC, 3D-HEVC).
· Study similarities and differences between the warp representation and existing depth/disparity representation (details in JCT3V-A0175). 

· Perform coding experiments with multiview video + warp data (JCT-B0074). In particular, investigate suitable configurations for the MVC+Depth / MV-HEVC coders and perform corresponding coding experiments with settings based on CTC.
· Investigate compact signaling (SEI / VUI) and descriptions required to identify different types of 3D data formats (GVD / Warp), as usable to interpret decoded 3D data by non-normative processing after decoding.
	M. Tanimoto, T. Senoh, N. Stefanoski (co‑chairs)
	N

	JCT-3V 3D Quality Assessment (AHG9)

(jct-3v@lists.rwth-aachen.de)

· Study objective quality assessment metrics that would provide an accurate evaluation of synthesized views

· Prepare test material with a range of codec configurations for systematic assessment of quality metrics
· Recommend improvements to evaluation methodology  
	T. Ebrahimi (chair), A.Vetro, V. Baroncini (vice chairs)
	N

	Inter component dependencies (AHG10)

(jct-3v@lists.rwth-aachen.de)

· Identify current inter component dependencies in the 3D-ATM and 3D-HTM designs
· Evaluate the impact of these dependencies in the current design (with particular focus on memory requirements, processing complexity and parallelization)

	J. Jung, J. Lin (co-chairs)
	N

	3D Test Material (AHG11)

(jct-3v@lists.rwth-aachen.de)

· Identify deficiencies and limitations of current 3D video test material.

· Identify, collect, and make available a variety of additional 3D video sequences.

· Study the characteristics of test materials and their impact on coding performance, synthesis quality etc.
· Recommend appropriate test materials for use in 3D Video Coding Extension Development.
	T. Wiegand, S. Yea (co-chairs)
	N

	Conformance testing development (AHG12)

(jct-3v@lists.rwth-aachen.de)

· Further discuss and improve the conformance draft related to the MVC plus depth extension of AVC (JCT3V-B1008)
· Prepare a set of conformance test streams according to JCT3V-B1008 
	T. Suzuki, D. Rusanovskyy (co-chairs)
	N

	Disparity Vector Constraints (AHG13)

(jct-3v@lists.rwth-aachen.de)

· Identify coding efficiency impact of disparity vector constraints, considering rectified and non-rectified video

· Study normative disparity vector constraints for parallel decoding functionality

· Study inter-view memory access complexity reduction achieved by disparity vector constraints
	Y.W. Chen, T. Ikai (co-chairs)
	N

	Reduced Resolution Depth Coding (AHG14)

(jct-3v@lists.rwth-aachen.de)

· Investigate possible benefits of reduced resolution coding of depth in HEVC.
· Identify commonality of reduced resolution depth coding in MVC plus depth, 3D-ATM and 3D-HTM.
· Study approaches and design implications to support coding of reduced resolution depth data.
· Study implications of reduced resolution depth coding with regard to complexity and memory requirements of 3D-ATM and 3D-HTM.
	K. Wegner, S. Shimizu (co-chairs)
	N


9 Output documents (update)
The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.
(it was communicated by the chair that only the subsequent lists of adoptions is relevant, and in case of contradiction with any of meeting notes above the latter are considered invalid in first place)
JCT3V-B1000 Meeting Report of 2nd JCT-3V Meeting [J.-R. Ohm, G. J. Sullivan]

JCT3V-B1001 MVC Extension for Inclusion of Depth Maps Draft Text 5 [T. Suzuki, M. Hannuksela, Y. Chen, S. Hattori, G. Sullivan] (WG11 14496-10 Study of DAM2)

Note: It was mentioned by the chair that further work on aligning reference software and conformance for this amendment will be necessary.
Summary of Adoptions for MVC+D
· ...
JCT3V-B1002 3D-AVC Draft Text 4 [M. Hannuksela, Y. Chen, T. Suzuki] (WG11 14496-10 PDAM3]
Note: It was mentioned by the chair that work on conformance for this new amendment will be necessary, and it should be started ahead of the final approval.
JCT3V-B1003 3D-AVC Test Model 4 [M. Hannuksela, Y. Chen, T. Suzuki]
Summary of Adoptions for 3D-AVC
· ...
JCT3V-B1004 MV-HEVC Draft Text 2 [G. Tech, K. Wegner, Y. Chen, M. Hannuksela]
Summary of Adoptions for MV-HEVC
· ...
JCT3V-B1005 3D-HEVC Test Model 2 [G. Tech, K. Wegner, Y. Chen, S. Yea]
Summary of Adoptions for 3D-HEVC
· ...
JCT3V-B1006  Work Plan in 3D Standards Development [D. Rusanovskyy, K. Müller, A. Vetro, J.-R. Ohm]

JCT3V-B1007 NAL unit header and parameter set designs for HEVC extensions [J. Boyce, Y.-K. Wang] (joint document with JCT-VC)

JCT3V-B1008 Draft of MVC plus Depth Conformance [T. Suzuki, D. Rusanovskyy]

JCT3V-B1100 Common Test Conditions of 3DV Core Experiments [Dmytro Rusanovskyy, Karsten Müller, Anthony Vetro]
JCT3V-B1101 Description of Core Experiment 1 (CE1) on View Synthesis Prediction [F. Jäger, S. Shimizu (CE Coordinators)]
JCT3V-B1102 Description of Core Experiment 2 (CE2) on Disparity Vector Derivation [Y. Chen]
JCT3V-B1103 Description of Core Experiment 3 (CE3) on Inter-Component Prediction [J. Jung, S. Kamp]
JCT3V-B1104 Description of Core Experiment 4 (CE4) on Residual Prediction [L. Zhang]
JCT3V-B1105 Description of Core Experiment 5 (CE5) on Inter-view/Motion Prediction [Y. Chang, S. Yea]
JCT3V-B1106 Description of Core Experiment 6 (CE6) on Depth Intra Coding [P. Merkle]
JCT3V-B1107 Description of Core Experiment 7 (CE7) on Coded Depth Representation [K. Wegner]

10 Future meeting plans, expressions of thanks, and closing of the meeting

The document upload deadline for the 4th meeting of the JCT-3V will be April XX, 2013, 2359 MET (Geneva/Paris time zone).
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Wednesday or Thursday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Saturday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 20–26 April 2013 under WG 11 auspices in Incheon, KR.

· 27 July–02 August 2013 under WG 11 auspices in Vienna, AT.

· 24-30 Oct 2013 under ITU-T auspices in Geneva, CH.

· 11–17 Jan. 2014 under WG 11 auspices in San Jose, US.

ITU was thanked for its excellent hosting of the 3rd meeting of the JCT-3V. EBU was thanked for providing the 3D viewing equipment used at the meeting.

The JCT-3V meeting was closed at approximately 1300 hours on Wednesday 23 Jan 2013.

Annex A to JCT-3V report:
List of documents

Annex B to JCT-3V report:
List of meeting participants

The participants of the first meeting of the JCT-3V, according to a sign-in sheet passed around during the meeting (approximately 137 in total), were as follows:
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