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Summary

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its second meeting during 13-19 Oct 2012 at the Zhangjiang Riverfront Business Hotel, in Shanghai, CN. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.
(mention that meeting was mainly held single-track with some breakout activities; some of the sessions were chaired by Dr Anthony Vetro and Dr Karsten Müller)
The JCT-3V meeting sessions began at approximately 900 hours on Saturday 13 Oct 2012. Meeting sessions were held on all days until the meeting was closed at approximately XXXX hours on Friday 19 Oct. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a co-located fashion with a meeting of ISO/IEC WG 11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The primary goals of the meeting were to review the work that was performed in the interim period since the first JCT-3V meeting in producing 

· the 4th version of specification Draft of the MVC extension by depth maps (which was issued as an ISO/IEC Draft amendment document); 
· the 3rd test model of the AVC 3D extension framework (3D-AVC), draft specification and associated software; 
· the 1st version of draft text of the Multiview HEVC extension (MV-HEVC); 
· the 1st test model of the HEVC 3D extension framework (3D-HEVC) and associated software. 

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

The JCT-3V produced XX particularly important output documents from the meeting: 
· MVC Extension for Inclusion of Depth Maps Draft Text 5 

· Draft Text 4 of 3D-AVC 

· Test Model 4 of 3D-AVC, and associated software
· Draft Text 2 of MV-HEVC 

· Test Model 2 of 3D-HEVC (includes MV-HEVC as subset), and associated software

· Common Test Conditions of 3DV Core Experiments 
Moreover, plans were established to conduct X future CEs in the interim period until the next meeting.

For the organization and planning of its future work, the JCT-3V established XX "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next four JCT-3V meetings are planned for 17–23 January 2013 under ITU-T auspices in Geneva, CH, 20-26 April 2013 under WG 11 auspices in Incheon, KR, 27 July – 02 Aug 2013 under WG 11 auspices in Vienna, AT, and 24-30 Oct 2013 under ITU-T auspices in Geneva, CH.

The document distribution site http://phenix.it-sudparis.eu/jct3v/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-3V and all of its AHGs is jct-3v@lists.rwth-aachen.de. 
Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-3V are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its first meeting during 13-19 Oct 2012 at the Zhangjiang Riverfront Business Hotel, in Shanghai, CN. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA).

1.2 Meeting logistics

The JCT-3V meeting sessions began at approximately 900 hours on Saturday 13 Oct 2012. Meeting sessions were held on all days until the meeting was closed at approximately XXXX hours on Friday 19 Oct. Approximately XXX people attended the JCT-3V meeting, and approximately XXX input documents were discussed. The meeting took place in a co-located fashion with a meeting of ISO/IEC WG 11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.
Information regarding preparation and logistics arrangements for the meeting had been provided via the email reflectors mpeg-ftv@lists.rwth-aachen.de, vceg-experts@yahoogroups.com and jct-3v@lists.rwth-aachen.de. 
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the first JCT-3V meeting in producing 

· the 4th version of specification Draft of the MVC extension by depth maps (which was issued as an ISO/IEC Draft amendment document); 

· the 3rd test model of the AVC 3D extension framework (3D-AVC), draft specification and associated software; 

· the 1st version of draft text of the Multiview HEVC extension (MV-HEVC); 

· the 1st test model of the HEVC 3D extension framework (3D-HEVC) and associated software. 

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

1.4 Documents and document handling considerations

1.4.1 General

The documents of the JCT-3V meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct3v/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding … simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of contexts, number of context-coded bins, etc.) … "Decision (Compl.):"

This meeting report is based primarily on notes taken by the chairs and projected (if possible) for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp (http://wftp3.itu.int/av-arch/jct3v-site/) during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.

1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Tuesday, 09 Oct 2012.

Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Tuesday 09 Oct 2012 were considered "officially late".

Most documents in this category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCT3V-B0188 to JCT3V-B0XXX were registered after the "officially late" deadline (and therefore were also uploaded late). Some documents in the "B0188+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following other technical proposal contributions were registered in time but were uploaded late:

· JCT3V-B0XXX (a technical proposal) [uploaded 10-XX]

· ...

The following other documents not proposing normative technical content were registered in time but uploaded late:

· JCT3V-B0XXX (a contribution on ...)
· ...

The following cross-verification reports were uploaded late: JCT3V-B0XXX, ... .
The following document registrations were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCT3V-B0XXX, ... .
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

(the following case did not happen in the current meeting)

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCT3V-B0XXX (a contribution of ... , corrected ...)

· ...

A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).

Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

It was agreed that, due to the continuingly high workload for this meeting, the group would try to rely more extensively on summary CE reports. For other contributions, it was agreed that generally presentations should not exceed 5 minutes to achieve a basic understanding of a proposal – with further review only if requested by the group. (update previous sentences – this comes from an old JCT-VC report and was not practiced during the current JCT-3V meeting) For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report (JCTVC-A1000), the MVC extension for inclusion of depth maps draft text 4 (JCTVC-A1001), the 3D-AVC draft text 3 (JCTVC-A1002) and test model 3 (JCTVC-A1003), the multi-view MV-HEVC draft text 1 (JCTVC-A1004) and 3D-HEVC test model 1 (JCTVC-A1005), which had been produced in the interim period, were approved. The ATM and HTM reference software packages produced by AHG4 and AHG5 on software development, and the software technical evaluations were also approved.

The group was asked to review the prior meeting report for finalization. The meeting report was later approved without modification.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

1.5 Attendance

The list of participants in the JCT-3V meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on 3D video coding projects guidance

· Consideration of 3D video coding technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-3V and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-3V as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jct3v-site (JCT-3V contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-3v/index.html (JCT-3V general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.8 Software copyright disclaimer header reminder

It was noted that it is our understanding according to the practices of the parent bodies to make reference software available under copyright license header language which is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as e.g. recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software header is currently used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the 3D video standard(s) and for use as the basis of products to promote adoption of the technology. This is likely to require further communication with and between the parent organizations.
Reportedly, both ATM (AVC related) and HTM (HEVC related) software packages that are used in JCT-3V follow these principles. The view synthesis software used for non-normative post processing is included in the HTM package and also has the BSD header.
During the opening plenary, it was reported that a part of the ATM software (related to view synthesis prediction) uses a different copyright license disclaimer. This part is not used any more (since a block-based scheme for invoking the depth-based prediction was adopted in the last meeting) and should be removed from the package and from the ATM description text.

1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct3v/. Furthermore, the site http://ftp3.itu.int/av-arch/jct3v-site was used for distribution of the contribution document template and circulation of drafts of this meeting report.

Communication of JCT-3V is performed via the list jct-3v@lists.rwth-aachen.de (to subscribe or unsubscribe, go to http://mailman.rwth-aachen.de/mailman/listinfo/jct-3v). For a matter of simplicity, the membership of the former MPEG AHG (mpeg-ftv@lists.rwth-aachen.de) was transferred to the reflector without subscribing again.
It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AMVP: Advanced motion vector prediction.

· ATM: AVC based 3D test model
· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· B-VSP: Backward view synthesis prediction.

· CABAC: Context-adaptive binary arithmetic coding.

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted between two subsequent JCT-3V meetings and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· DC: Disparity compensation

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DMC: Depth based motion competition.

· DMM: Depth modeling mode.

· DRPS: Depth-range parameter set.

· DRWP: Depth-range based weighted prediction.

· DT: Decoding time.

· DV: Disparity vector

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· HTM: HEVC based 3D test model
· IC: Illumination compensation

· IVMP: Inside-view motion prediction (which means motion for depth component is inherited from texture component motion)
· IVRC: Inter-view residual prediction.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-3V).

· MPI: Motion parameter inheritance.

· MV: Motion vector.

· NAL: Network abstraction layer (as in AVC).

· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUT: NAL unit type (as in AVC).

· PDM: ....
· POC: Picture order count.

· PPS: Picture parameter set (as in AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· RQT: Residual quadtree.

· SAO: Sample-adaptive offset.

· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.

· SPS: Sequence parameter set (as in AVC).

· Unit types:

· CTB: code tree block (synonymous with LCU or TB).

· CU: coding unit.

· LCU: (formerly LCTU) largest coding unit (synonymous with CTB or TB).

· PU: prediction unit, with four shape possibilities.

· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the full width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (synonymous with LCU – LCU seems preferred).

· TU: transform unit.

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-3V).

· VS: View synthesis.

· VSO: View synthesis optimization (RDO tool for depth maps).

· VSP: View synthesis prediction.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-3V did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

MFC Cfp was noted.

1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized as follows.

· AHG reports (section 2) (12)
· CE1. View synthesis prediction (section 4.1) (6+4+6)
· CE2: Illumination compensation (section 4.2) (3+0+2)
· CE3: Inter-component  prediction (section 4.3) (3+7+7)
· CE4: RD optimization (section 4.4) (2+0+1)
· CE5: Motion/mode parameter prediction (section 4.5) (11+22+33)
· CE6: Depth intra prediction (section 4.6) (6+5+6)
· 3DV Standards Development (section 5.1) (7)
· Conformance specification (section 5.2) (2)
· Clarifications and Bug Fix Issues (section 5.3) (0)
· Test Model Settings (section 5.4) (5)
· Test Model Coding Performance (section 5.5) (1))
· Source Video Test Material (section 5.6) (0)
· High-Level Syntax (section 5.7) (11)
· Other Technical Contributions (section 5.8) (13+4)
· Alternative Depth Formats (section 5.9) (8)
· Non-normative Contributions (section 5.10) (2)
· Quality assessment (section 5.11) (3)
NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

2 AHG reports

The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.

JCT3V-B0001 JCT-3V AHG Report: JCT-3V project management [Jens-Rainer Ohm, Gary Sullivan]

(text to be added)
JCT3V-B0002 JCT-3V AHG report: MVC+D / 3D-AVC Draft and Test Model editing (AHG2) [M. M. Hannuksela (Nokia), S. Hattori (Sony), Y. Chen (Qualcomm), T. Suzuki (Sony), J.-R. Ohm (RWTH Aachen), G. J. Sullivan (Microsoft)]
Editorial teams were formed and the documents were produced.
JCT3V-A1001 “MVC Extension for Inclusion of Depth Maps Draft Text 4” (WG11 14496-10 DAM2) was produced and finalized.

JCT3V-A1002 “3D-AVC Draft Text 3” was produced and finalized. 
All the adoptions of JCT-3V #1 meeting were integrated in JCT3V-A1002

The editors decided to take no action on JCT2-A0102/m26057 “3D-HLS: On reference picture list construction for AVC based 3DV”, which was decided to be left under editors’ discretion in the JCT-3V#1 meeting.

JCT3V-A1003 “3D-AVC Test Model 3 Description” was produced.
The test model document serves as a source of general tutorial information on the coding tools in “MVC Extension for Inclusion of Depth Maps Draft Text 4” and “3D-AVC Draft Text 3”. The test model document also provides an encoder-side description of 3D-AVC Test Model (3DV-ATM) software as well as a description of decoder-side post-processing tools.

One version of Test Model 3 document was released by the editing team.

The following adopted contributions lack a description in the test model document: 
· MPEG m24796 (NTT): no upsampling for integer disparities, interp for sub-pixel synthesis

· MPEG m24941 (Qualcomm): no upsampling to align resolution of depth to texture

· MPEG m24915 (Nokia): adopt change in filter for chroma 
· JCT2-A0023/m26094 CE1.a related results on the modification of in-loop view synthesis (NTT)

· JCT2-A0045/m25916 3D-CE5.a results on motion vector competition-based Skip/Direct mode with explicit signaling (MediaTek)

· JCT2-A0008 3D-AVC HLS: Depth Range Parameter Set for AVC Compatible 3D Video Coding (ZTE)
· JCT2-A0046/m25917 3D-CE5.a related: Simplification on the disparity vector derivation for AVC-based 3D video coding (MediaTek)
It was noted that during the last meeting interlaced depth maps were included in the MVC plus depth draft text, but no action was taken to integrate reference software.

It was noted that the 3D-ATM software has no support for frame/field coding, while the MVC+D specification does.
The recommendations of the AHG were to:

· Approve JCT3V-A1001, JCT3V-A1002 and JCT3V-A1003 as JCT-3V output documents.

· Encourage inputs to get the Test Model document up-to-date.

· Continue to improve the overall editorial quality of the documents.

· Resolve the mismatches between the software and the text.

JCT3V-B0003 JCT-3V AHG report: MV-HEVC / 3D-HEVC Test Model editing (AHG3) [Gerhard Tech, Krzysztof Wegner, Ying Chen, Teruhiko Suzuki, Sehoon Yea, Jens-Rainer Ohm, Gary Sullivan]
Open issues:

· Some mismatches between text and software as the latter is based on HM 6.1

· Issues with tools for inter-view MV prediction (CTC only allow base view as reference)
· Text for 2 tools in the WD text is missing (is available in HTM description) (ref m24766, m24938)- revisit 

· Some tools in HTM description text (originating from previous Poznan Univ. proposal) are only in a branch of the software
JCT3V-B0004 JCT-3V AHG Report: 3D-AVC Software Integration (AHG4) [D. Rusanovskyy (Nokia), J.Y. Lee (Samsung), J.Lin (Mediatek), D. Tian (MERL), O.Stankiewicz (Poznan Univ.)]
ATM 5.0 delivered in time, 5.1 with some delay

The CTC were defining usage of ATM 5.0 in CEs

In CE1, some proposals were using 5.1 instead 5.0
Some problem about VS algorithm (from HTM?)

BR reduction (total rate) approx. 6.5% for coded views ATM 5.1 relative to ATM4.0 (almost 10% on synthesized views)
Bugs:

· no support for full-resolution depth maps

· weighted prediction some problems / crash

3D-ATM software does not support interlaced coding

JMVC based software does not support high-level syntax

Possible solution: Develop separate reference software only related to MVC plus depth (based on JMVC) as output from the current meeting? Revisit
BOG (D Rusanovskyy + S.Hatori) to investigate the JMVC/ATM software implementation status and suggest solutions

JCT3V-B0005 JCT-3V AHG report: 3D-HEVC Software Integration (AHG5) [Gerhard Tech, Li Zhang, Yulin Chang, Krzysztof Wegner]
HTM 4.0 vs. HTM3 BR reduction 0.1% on coded views, 3.1% on synthesized views
Issues:

· mismatches between MV-HEVC text (based on HM8) and software (based on HM6.1)

· inter-view motion prediction (see under AHG3), also mismatch between SW and text

Revisit: How to deal with the misalignment between HM and MV-HEVC? In particular high-level syntax is a floating target likely until January ...
JCT3V-B0006 JCT-3V AHG Report: 3D Coding Tool Testing (AHG6) [Karsten Müller, Anthony Vetro]

Mandate 1: 
Discuss and finalize CE work plans.
The CE work plans were finalized and made available via the JCT-3V web site by August 20, 2012.
Mandate 2: 
Study the Common Test Conditions and suggest possible changes.
There appears to be only one contribution suggesting changes to the common test conditions:

· JCT3V-B0160: Enabling CU early termination (ECU) at depth coding in common test conditions
This document and other possible changes to the Common Test Conditions from the various CEs should be discussed further during the meeting.
Mandate 3: 
Coordinate between core experiments when necessary.
For the AVC-based CEs, the 3DV-ATM software version 5.0r2 was used.

For the HEVC-based CEs, the 3DV-HTM software version 4.01 was used, except for CE4, where 3DV-HTM version 4.1 was used.
Other than the software versions to be used for the various CEs, there were no other needs during this AHG period to coordinate between any of the core experiments.

Mandate 4: 
Report on status of core experiments.
There were 6 CEs established at the previous meeting to further study various aspects of the AVC and HEVC-based coding designs. 

To get a sense of where the main areas of development are focused, the approximate number of CE reports and CE related contributions are noted below. It is noted that CE5 on motion/mode prediction appears to be the most active with more than 50 contributions. The CEs on view synthesis prediction (CE1), inter-component prediction (CE3) and depth intra coding (CE6) are also fairly active with approximately 15-20 contributions in each of the related areas. CE2 on illumination compensation and CE4 on RD optimization seem to be less active with only 1 or 2 technical inputs in these areas.

CE4 inactive – discontinue?

JCT3V-B0007 JCT-3V AHG Report: 3D High level syntax (AHG7) [Y. Chen, T. Rusert] 

Mandate 1: 
Study the MV-HEVC/3D-HEVC design based on the latest HEVC w.r.t. NAL unit header, parameter sets, reference picture buffering, and HRD.

It is observed that the MV-HEVC WD and 3D-HEVC test model text are aligned with the latest HEVC, in terms of NAL unit header, parameter sets and reference picture marking. The HRD part of MV-HEVC should be further studied carefully.

There are 4 input contributions related to this category. 

Mandate 2: 
Study high level syntax design extensions of ATM for 3DV functionalities.

There are 11 input contributions related to MVC+D and 3D-AVC.

Mandate 3: 
Study the relations of ATM and HTM high-level syntax concepts, as well as high-level syntax design for hybrid architectures.

SEI message designs in ATM may be extensible to HTM. There are 6 input documents on SEI messages. There is no input contribution for hybrid architectures for this meeting.

Mandate 4: Identify commonality of multi-view and scalable high-level extensions of HEVC.

Input documents related to parameter sets and random access pictures may be applicable to scalable extensions of HEVC.
(JCT3V-B0150 and JCT3V-B0152 relating not listed in report)

BOG (Y. Chen, T. Rusert) about group 1 of docs (MVD+D)
Formularende

JCT3V-B0008 AHG8 Report on Alternative 3D Formats [Masayuki Tanimoto, Takanori Senoh] 

6 inputs on alternative depth formats

Viewing needs to be arranged

JCT3V-B0009 JCT-3V AHG Report: 3D Quality Assessment (AHG9) [T. Ebrahami, A. Vetro, V. Baroncini]
Mandate 1: Study objective quality assessment metrics that would provide an accurate evaluation of synthesized views

The AHG started its work by focusing on the four objective quality assessment metrics that have the highest correlation with the subjective evaluation scores, as reported in JCT3V-A0150, namely VIFp, VQM, MS-SSIM, and SSIM. 
Then, as the basis for our initial study, it was proposed that we perform simulations comparing the following anchor configurations:

· 3D-ATM v5.0 with inter-view prediction vs all tools enabled

· 3D-HTM v4.0 with inter-view prediction vs all tools enabled

Based on the decoded and synthesized videos, subjective/expert viewing will be conducted during the JCT-3V meeting. From these viewing sessions, the subjective scores would then need to be correlated with the objective metrics to determine the correlation.
HHI, Mitsubishi, Nokia and Qualcomm agreed to bring the above viewing material to the 2nd JCT-3V meeting in Shanghai.

The following documents related to AHG have been registered:

· JCT3V-B0101: AHG9: AVC anchor material for quality assessment (Qualcomm/Mitsubishi)

· JCT3V-B0180: AHG9: Accuracy of 2D metrics for 3D video quality assessment (EPFL)

· JCT3V-B0140: Comments on 3D Video Quality Assessment in JCT-3V (LG/Yonsei)

· JCT3V-B0145: HTM 4.0 Coding Performance Evaluation (LG)
Mandate 2: Provide software e.g. for computing such quality metrics that could be used for reporting on the evaluation of coding and rendering tools
 The following software packages were distributed to the email reflector on September 5, 2012:

· VQM can be obtained from the Institute for Telecommunication Sciences (ITS) website: http://vqm.its.bldrdoc.gov/. There are several versions of VQM. The Command Line Video Quality Metric (CVQM) software was suggested.

· VIFp, SSIM, and MS-SSIM can be computed using the Video Quality Measurement Tool made available on the EPFL web site: http://mmspg.epfl.ch/vqmt/ 

Additional information regarding VQM was also provided.

Mandate 3: Recommend improvements to evaluation methodology

The AHG does not have any recommendations at this time on changes to the evaluation methodology, but would certainly consider this based on the experiments. However, it is encouraged that CE participants consider using these alternative metrics as part of their work.
JCT3V-B0010 AHG 10 Report on Inter Component Dependencies [J. Jung, J. Lin]

ATM: 3 tools. No study yet about the impact when tools are disabled (VSP was not considered but also implies inter-component dependencies)
HTM: 4 tools. When 3 out of 4 disabled, 0% impact on coded views, 1.8% BR increase on synthesized views.
JCT3V-B0011 AHG11 Report on 3D Test Material [Thomas Wiegand (HHI), Sehoon Yea (LG)]

Study: Gain over simulcast is approx. 30% with current test sequences with stereo only coding, but only 15% for old test sequences (used in MVC standardization), and around 22% for 2 sequences taken from broadcast
The old sequences are more difficult to encode in terms of larger baseline, non-rectified, larger amount of motion, texture etc.

AHG was not very active.

In general, the current test material seems to be quite easy to encode.

More test material needed – revisit.
JCT3V-B0012 Conformance testing development (AHG12) [T. Suzuki, D. Rusanovskyy] 
Suggestions of AHG:
- clarification of the work plan and identify volunteers

- conformance bitstream design (clarify features to test)

- prepare AMD text of conformance testing
JCT3V-B0067 proposes the initial idea of conformance testing, including potential list of the bitstreams. Volunteers to define more detail bitstream features, and to generate bitstreams should be identified during the meeting.
Note: The conformance should also include cases of worst-case bitstreams combining video and depth (the bitstream suggested so far are mainly testing functionalities in depth coding)

BOG (T. Suzuki) – to report back on Monday.
3 Project development, status, and guidance

3.1 Communication by parent bodies
3.2 Project planning
4 Core experiments

4.1 CE1: View synthesis prediction

4.1.1 Summary

JCT3V-B0021 3D-CE1 Summary Report: View Synthesis Prediction [Fabian Jäger, Shinya Shimizu]
CE1a:
(a) Block-based view synthesis using a backward warping (JCT2-A0050, JCT2-A0107)
(b) Skipping motion vector information coding (JCT2-A0107)
(c) Removal of VSP picture from the reference picture list (JCT2-A0103, JCT2-A0050)
(d) Sub-MB VSP skip/direct (JCT2-A0050, JCT2-A0103)
Max avg. gain around 0.6% for coded views, 0.5% for synthesized
CE1.h: 2 approaches

Max avg. gain around 0.5% for coded views, 0.7% for synthesized

Also impact of VSO on VSP is investigated.

4.1.2 CE contributions

4.1.2.1 AVC

JCT3V-B0054 3D-CE1.a: Generalized view synthesis prediction (GVSP) mode [X Zhao, L. Zhang, Y. Chen (Qualcomm)] [late]

In current 3DV-ATM, View Synthesis Prediction (VSP) is performed at macroblock (MB) level. To further improve the coding performance, the concept of VSP is extended to sub-MB level with proposed block-level signaling of VSP. This proposal is technically identical to JCT3V-A0103, but integrated into the latest 3D-ATM and incorporated with block-based VSP (B-VSP). Without complexity increase, the proposed method achieves 0.61% BD Rate gain for texture coding under common test condition (CTC).
Main difference from previous meeting is integration with B-VSP.

Text was provided earlier, but updated version based on latest draft specification would be needed.

In the previous meeting and part of CE workplan, there was also question on the benefit of removing the VSP reference from the reference picture list. The proposal is simply using VSP skip/direct so no need to put reference picture into list. With this design, no support for bidirectional inter-view prediction. 

Method for on/off of VSP is limited to 8x8 level

Exclude VSP picture from reference picture list (generated on the fly, entire block uses common displacement which is determined from the depth map)

BR reduction around 0.6%

Encoder runtime increase around 10%

Text missing from contribution (is said to have been included in an earlier proposal, but probably not on top of current B-VSP)

JCT3V-B0070 3D-CE1.a: Cross check report of JCT2-B0054 on Generalized view synthesis prediction (GVSP) mode [G. Bang(ETRI), Y.S. Heo, K.Y. Kim, G.H. Park(KHU), W.S. Cheong, N.H. Hur (ETRI)] [late]

JCT3V-B0094 3D-CE1.a: interview skip/direct mode with sub-partition scheme [Chi-Ling Wu, Yu-Lin Chang, Yu-Pao Tsai, Shawmin Lei (Mediatek)] 
In this contribution, an inter-view Skip/Direct mode is reported. In AVC-based 3D video coding, View Synthesis Prediction (VSP) is a tool to use the reference from the synthetic frame to improve coding efficiency. A B-VSP [4] is proposed to use backward mapping VSP to build the synthetic frame. However, either VSP or B-VSP is costly in terms of number of computations and amount of required storage to perform image warping. The proposed inter-view Skip/Direct mode uses existing motion compensation module to generate the references from another view. This reduces the computational complexity, memory bandwidth, and buffer but still keeps similar coding gain comparing to B-VSP. Even when replacing the VSP scheme and the VSP skip mode with the proposed inter-view Skip/Direct mode in 3D-ATM v5.0, the experimental results reportedly show an average of 5% decoding time saving with 0.53% and 0.49% BD-rate reduction for texture and synthesized pictures over the total bit-rate. Moreover, the proposed method can be applied to other modes to support VSP scheme without offline VSP reference frame generation in the current implementation.
Determines displacement shift for each 4x4 block, and applies disparity compensation

2x2 backward warping is used in current VSP scheme, which would imply overly memory access. It is configurable to 4x4. B0094 at least improves this by restricting to 4x4, and seems to be less complex than B0054. However, the software has not been available to other CE participants and should be made available. After that, potential candidate for software adoption (see below under B0013). 
Note: AVC usually constrains usage of 4x4 blocks to 10% (?) per picture – however here at least two sequences are using significantly more (15/35%). Would be necessary to restrict amount of 4x4 blocks somehow, as frequent usage of 4x4 blocks with MC could cause cache overflows in software and excessive memory access in hardware implementation. 

(some redundancy with Anthony’s notes below under JCT3V-B0213)
JCT3V-B0168 3D-CE1.a cross check on inter-view skipdirect mode with sub-partition scheme of MediaTek (JCT3V-B0094) [Jin Young Lee (Samsung)] [late]

JCT3V-B0213 3D-CE1.a related: Results on joint proposal of Qualcomm and MediaTek [C.-L Wu, Y.-L. Chang, Y. -P. Tsai, S. Lei (MeidaTek), X. Zhao, L. Zhang, Y. Chen (Qualcomm)] [late]

This contribution reports the results on joint proposal of Qualcomm and MediaTek. In JCT3V-B0054, generalized view synthesis prediction (GVSP) method is proposed by Qualcomm, and in JCT3V-B0094, an interview skip mode with sub-partition scheme is also proposed by MediaTek. This contribution combines the Qualcomm and MediaTek schemes on top of ATM v5.1. Under common test condition, the joint solution achieves 0.60% BD-rate gain in terms of decoded texture PSNR with 5% decoding time reduction compared to the 3DV-ATM v5.1.
Compared with current B-VSP design, proposed approach reutilizes existing MC module with 4x4 blocks rather than 2x2 backward warping. It is claimed that memory access is more demanding with current design. Also, the proposed approach performs an online generation of references to avoid full-frame view synthesis. 

Combined gain is similar to gains provided by independent proposals, so benefit of combined approach is not clear. The two methods would be used exclusive of each other, it does not make sense to implement both. 

There was concern on complexity and memory access for small blocks of size 2x2 or 4x4. However, this is an improvement over pixel level. Normative constraints could be considered to limit the worst case. It was suggested that further evaluation should be considered with such constraints.

It was noted that current B-VSP implementation is based on 2x2; this proposal essentially increases the block size to 4x4 which should invoke a coding penalty. It is believed that the gain is mainly coming from not sending the reference picture list index, but this is not clear.
Consider software adoption of sub-block partitioning, either based on JCT3V-B0054 or JCT3V-B0094 (depending on complexity and evaluation of software implementation) 

Need to further study impact of 4x4 block size in CE.
Decision(SW): Adopt 4x4 motion compensation from B0094 (not in CTC) and subblock signaling from B0054 (in CTC). Software will be provided by SW coordinator.
Further study of reference index signaling and tradeoff 2x2 versus 4x4 in CE.

In the context of this discussion it also turned out that B-VSP is not in current WD (only in software and CTC). WD text is not available for B-VSP. It is said to be provided by D Rusanovskyy as a late input, along with results on 4x4.

[Revisit: Nokia to submit late contribution with WD text for B-VSP including results with 2x2 and 4x4 block size]
4.1.2.2 HEVC

JCT3V-B0034 3D-CE1.h Results on View Synthesis Prediction [Fabian Jäger (RWTH Aachen University)] 

This document describes the results of RWTH Aachen University's contribution to Core Experiment 1 for High Efficiency Video Coding (HEVC) based 3D Video Coding. The Core Experiment investigates the impact of view synthesis based prediction on texture and depth coding for the additional views.

The proposed method was implemented into the 3DV-HTM reference software 4.0.1 and evaluated according to the common test conditions. The results are provided in terms of rate and distortion. BD-Rates comparing the proposed method and the anchor encodings are also attached to this document.
Gain on Poznan street, GT Fly and Undo Dancer, loss otherwise.

Uses HTM view synthesis

No low-level changes of the decoder would be required, however such an approach would mean that the VS is to be described in a normative way (from the base view decoder output to the reference buffer used in the dependent view) – some similarity with base-to-enhancement texture prediction in scalability where a normative upsampling needs to be specified.

No action.
JCT3V-B0165 3D-CE1.h: Cross check of JCT3V-B0034 on View Synthesis Prediction [X. Zhao (Qualcomm)] [late]

JCT3V-B0102 CE1.h: Results on View Synthesis Prediction [Feng Zou, Dong Tian, Anthony Vetro (MERL), Shinya Shimizu, Shiori Sugimoto, Hideaki Kimata (NTT)] 

View synthesis prediction (VSP) is a technique to remove interview redundancies among video signal from different viewpoints, in which synthetic pictures are first generated and then used as references to predict a current picture. A Core Experiment on VSP for HEVC based solution was set up at the 1st JCT-3V meeting at Stockholm. In this document, we made a more complete study on the proposed VSP techniques, including the basic VSP concept in HTM, VSP signalled using merging candidate list and zero/non-zero motion vector for VSP prediction. The overall bitrate savings on the coded and synthesized views are +0.5% for XGA sequences and -1.4% for HD sequences. The maximum bitrate savings of texture on the dependent left and right views are -11.8% and -10.2%, respectively.
Basic ideas: Add VSP to reference picture list, add one VSP candidate to merging candidate list.

Best average case “e”: Texture only, reference only, no MV, gain on coded texture 0.5% (overall bitrate saving for 3 views), decoder runtime increase 17%
XGA sequences (Kendo, Balloons, Newspaper) produce loss, whereas HD sequences (Ghost Town, Undo Dancer, Poznan street) gave gain. The results with HD sequences seem to suggest that transmitting a MV is better.
These results were obtained using the HTM VS (using forward warping).

For information, more study is reported using different VS settings, which gave higher gains overall, but still some losses on XGA sequences.

The current implementation of the proposal would give up stereo compatibility.

The behaviour is not consistent over various sequences, which could be caused by the quality of the depth maps.

Complexity impact is significant.

Decision(SW): Adopt for HTM software (separate branch) as it is useful for further study in CE1 and CE3, not CTC, not description draft text
JCT3V-B0177 3D-CE1.h cross-check on View Synthesis Prediction (JCT3V-B0102) [Y.-L. Chang (MediaTek)] [late]

4.1.3 Related contributions

4.1.3.1 AVC

JCT3V-B0121 CE1.a-related proposal [Yichen Zhang, Yin Zhao, Lu Yu (Zhejiang Univ.)] 
This contribution proposes a low-complexity block-based VSP (BBVSP) algorithm for texture coding which is based on forward warping, namely forward-warping block-based VSP (FBVSP). Compared with the backward warping block-based VSP algorithms in ATM5, the FBVSP only use the texture and depth data of an already coded view (called a reference view), and is independent of the depth map of the current coding view (called a target view). For each macroblock using VSP in the target view (called a target block), the synthesis samples are obtained by forward warping of pixels in a proper window in the reference view. The window, i.e., a reference block, is decided by a three-step method. It is reported that over 75% macroblocks are synthesized from a reference block which is equal to or narrower than 17 pixels in width. The RD performance and complexity of the FBVSP is competitive with the BBVSP in ATM5, while the FBVSP also supports the flexible coding order of the non-base view (i.e., both texture-first or depth-first coding order) due to the independency of the non-base view depth.

A key feature of this proposal is that the depth of the current view is not required to perform view synthesis prediction, so texture-first decoding can be supported.
The proposal achieves 9% gain when texture-first coding order is enabled relative to an anchor that disables most coding tools (something similar to MV-HEVC). When compared to the current CTC anchor, this proposal incurs a 10% loss.
The current software and high-level syntax enables a flexible coding order. Majority of the tools in the current ATM rely on depth-first coding order for dependent views and achieved the highest gains so far. With a texture-first coding order configuration, there is a loss of 21%. There was discussion on whether this is a valid anchor to consider as part of our standardization development since (a) there is a significant coding penalty since many tools are not enabled, (b) a new set of tools would need to be developed that provide a comparable level of coding gains, and (c) this would require a different decoding process, i.e., new profile. It is unclear whether such a profile would be beneficial to standardize considering that the current ATM design provides higher gains.It was considered that there may be a need to ultimately constrain the coding order through high-level syntax when the design becomes stable and fixed.
While the method does not appear applicable to explore within the ATM framework, it could be considered in the HTM framework, which currently uses texture-first coding. Further study in CE.
JCT3V-B0167 3D-CE1.a cross check on forward block-based VSP of Zhejiang University (JCT3V-B0121) [Jin Young Lee (Samsung)] [late]

4.1.3.2 HEVC

JCT3V-B0035 3D-CE1 Related: Analysis of Depth Map Quality for View Synthesis Prediction [Fabian Jäger, Marc Dielissen (RWTH Aachen University)] 

This document contains analysis results of the depth maps, which are currently used in the JCT-3V standardization activity. The presented analysis evaluates the quality of synthesized texture views that are warped from the base view’s camera position to the enhancement views’ camera positions. The reason for this analysis is that several companies and institutions try to use the same warping process for a new type of prediction scheme, called view synthesis prediction.

For view synthesis prediction an additional reference picture for the dependent views is synthesized from the base view’s reconstructed texture and depth information. The analysis, which is presented in this document, indicates that the currently available depth maps are not optimal for this sort of prediction as the synthesis quality (in terms of quadratic error) is relatively low and fluctuates heavily over time.

Moreover, this document presents a simple optimization technique, which improves the synthesis quality in terms of MSE/PSNR.
The results are interesting and suggest the current depth maps are not well optimized for view synthesis prediction. One problem with the current analysis is that occluded regions are not accounted for, e.g., large PSNR drops in Poznan Street and GT_Fly.
JCT3V-B0103 CE1.h-related proposal: Block-based VSP using synthesized depth map [Shinya Shimizu, Shiori Sugimoto, Hideaki Kimata (NTT)] 

One of the major issues on view synthesis prediction (VSP) is quite high decoder complexity. This contribution proposes a block-based VSP scheme in order to reduce the decoder runtime. In the proposed scheme, virtual depth map on coding target view is firstly synthesized from reconstructed depth map on reference view, and then prediction image for VSP is generated only for the pixels where VSP is used. Relative to the forward-warping VSP, 28% decoding time reduction is reported without negligible loss of coding performance on average.
Implementation is based on JCT3V-B102 using VSP for texture and depth, and without sending MV information. With JCT3V-B102 as an anchor, the proposed method yields a 20-30% reduction in decoding time and negligible impact and coding performance.

One drawback of proposed method is higher memory requirement and worst case complexity. The warping of the depth from the reference view to the target view is needed for the entire picture, then block-based backward VSP is performed for select blocks that utilize VSP.
Further study in CE.
JCT3V-B0189 On view synthesis prediction for 3DV (Information) [Y. Chen (Qualcomm)] [late] 

To be reviewed
4.1.4 Conclusions

4.2 CE2: Illumination compensation
4.2.1 Summary

JCT3V-B0022 CE2 Summary Report on Illumination Compensation [Jaejoon Lee]
JCT3V-B0031 (AVC- based) 3 configurations up to 1.8% avg. gain for coded and 1.4% synthesized views
JCT3V-B0045 (HEVC- based) tests with WP and/or IC, 5 configurations up to 0.4 % avg. gain for coded and 0.6% for synthesized views

Note: WP parameters are not optimized at the encoder.
4.2.2 CE contributions

4.2.2.1 AVC

JCT3V-B0031 CE2.A results on inter-view coding with adaptive luminance compensation [Mikhail Mishurovskiy, Alexey Fartukov, Igor Kovliga, Jaejoon Lee (Samsung)] 
This document describes an adaptive luminance compensation tool for inter-view video encoding implemented in the 3D-ATM 5.1 reference test model. Starting from 100 MPEG meeting, this technology has been studied to fulfill major requirements claimed to the tools being considered in the scope of 3D video coding standardization. Based on the outcomes of 1st JCT-3V meeting this technology was included into CE2 that deals with illumination compensation tools. The following aspects are covered by this description: mathematical background of the proposed approach, technical details of integration including but not limited to proposed syntax, semantic, decoding process. Final part of the document is devoted to measurements’ results, conclusions and recommendations given by authors. Measurements have been accomplished in accordance with CTC and additional requirements specified in the CE2. The following results are reported: total compression gain (coded PSNR): -1.86% BD-Rate, total compression gain (Synthetic PSNR): -1.14% BD-Rate; Compression Gain (Depended views): -4.68% BD-Rate, Maximum Compression Gain (dependent view): -10.2% BD-Rate for left view, S06. Encoder Complexity: 102.5%, Decoder Complexity: 101.2~101.6%. 

Estimation of illumination difference from already decoded template areas (left/top) of reference and current view, including some outlier rejection. 
Displacement estimation is considering the expected illumination difference

1.9% overall rate reduction.

WP produces loss – how was it optimized? Nobody knows whether the method of determining
1-2% encoder/decoder runtime increase

No parsing dependency, explicit signaling for using or not using IC

Decision: Adopt (ATM WD and software)
JCT3V-B0071 3D-CE2.a: Cross check report of JCT2-B0031 on inter-view coding with adaptive luminance [G. Bang (ETRI), Y.S. Heo, K.Y. Kim, G.H. Park (KHU), W.S. Cheong, N.H. Hur (ETRI)] [late]

JCT3V-B0106 CE2.a: Cross check report of JCT3V-B0031 on inter-view coding with adaptive luminance [Shinya Shimizu, Shiori Sugimoto (NTT)] [late]

4.2.2.2 HEVC

JCT3V-B0045 3D-CE2.h : Results of Illumination Compensation for Inter-View Prediction [Hongbin Liu, Jiwook Jung, Jaewon Sung, Jie Jia, Sehoon Yea (LG Electronics)]
This contribution reports result of illumination compensation (IC) proposed in JCT2-A0086. In the proposed method, linear IC model is employed to compensate illumination discrepancy between different views. Parameters in IC model are estimated for each PU (prediction unit) using available reconstructed neighbouring pixels and therefore are not need to be encoded. Applying IC or not is decided at CU (coding unit) level, and an IC flag is coded for CU in which inter-view prediction is used. A method is also designed to adaptively determine whether there is illumination discrepancy in a picture, and an IC flag is encoded for the first slice of each picture in dependent views.
Experiments are provided for weighted prediction, illumination compensation and illumination compensation with weighted prediction enabled. It is reported that illumination compensation can achieve -0.7% and -1.0% gains on two side views, and -0.4%, -0.3 and -0.3% improvement on video, synthesized view, and coded and synthesized view respectively when it is applied to both luma and chroma. The best performance is achieved on kendo, with -3.6% and -4.0% gain on two side views and -1.6%, -1.3% and -1.3% gains on video, synthesized view, and coded and synthesized view respectively.
Maximum gain on Kendo up to 3-4%

The proponents suggest adoption of test 5 (IC on luma and chroma), which gives 0.4% on total video rate (0.3% synthesized) – these are luma-only values, but seems to be consistent for chroma
Decision: Adopt to 3D-HEVC (provided that draft text is submitted and sufficient mature) – otherwise only “SW” adoption
New text was presented, but confirmation by cross-checker expected that the text matches with the software, and draft editor should confirm that it does not conflict with the draft text (G. Tech) – revisit
Editorial: Replace “apply_IC_flag” by “ic_enable_flag”.
JCT3V-B0209 3D-CE2.h related: Cross check of JCT3V-B0045 Results of Illumination Compensation for Inter-View Prediction by LG [J. Kang, L. Zhang (Qualcomm)] [late]

Cross-checker confirms results on tests 3 and 5, but some mismatch in test 4

JCT3V-B0072 3D-CE2.h: Cross check report of JCT2-B0045 on Illumination Compensation for Inter-View Prediction [G. Bang (ETRI), Y.S. Heo, K.Y. Kim, G.H. Park (KHU), W.S. Cheong, N.H. Hur (ETRI)] [late]

4.2.3 Conclusions

4.3 CE3: Inter-component prediction
4.3.1 Summary

JCT3V-B0023 3D-CE3: Summary report of Core Experiment 3 on Inter-Component Prediction [J. Jung]

ATM: 2 experiments, both around 0-0.1% rate reduction
HTM: 3 experiments, small change (but RD graphs are crossing), all have complexity reduction at encoder side (note: it should also be considered what the processing impact at decoder would be, e.g. whether additional dependencies are introduced).
4.3.2 CE contributions

4.3.2.1 AVC

JCT3V-B0146 CE3.a results on improved inside view motion prediction [K.-J. Oh, J. Lee, D.-S. Park (Samsung)] 

Modifications on IVMP (Inside View Motion Prediction, M22583) are proposed to improve coding gains. IVMP availability conditions and motion prediction method are changed. No syntax change. 

The proposal removes the parsing dependency from current ATM. One expert mentions that the parsing dependency may be resolved in CTC, but not with arbitrary decoding order. The parsing dependency may still exist with VSP (also with B-VSP when it would be put to ATM).
It is reported that another contribution exists (JCT3V-B0057) which removes the parsing dependency with marginal losses.

Bitrate reduction below 0.1% (texture and synthesized); gain may be around 0.1% when compared against a version without parsing dependency.

The part of removing the parsing problem (set reference index to zero and motion vector to zero) is desirable. Was revisited in comparison versus JCT3V-B0057, which is confirmed to be identical regarding the removal of parsing dependency. Proponents of B0057 and cross-checkers also support adoption of the whole B0146 proposal. No objection is raised by other experts 
 WD text was presented but appeared to be complicated (adding 1+ page of text for the additional condition checking), whereas the text of B0057 seems to be a real simplification of WD. Proponents of B0057 and B0146 are asked to work offline on a new version of suggested WD text. Revisit, adopt proposal when the text would be assessed to be OK.
JCT3V-B0184 3D-CE3.a: Crosscheck of Samsung JCT3V-B0146 on improved inside view motion prediction [Dong Tian (MERL)] [late]

4.3.2.2 HEVC

JCT3V-B0068 3D-CE3.h: Depth Quadtree Prediction for 3DHTM 4.1 [J. Jung, E. Mora (Orange Labs)] 

At the 1st JCT-3V meeting, a modification of the depth quadtree decoding process has been proposed in JCT3V-A0044. For a given CTU, the quadtree of the depth is linked to the collocated CTU quadtree in the texture, in a way that a given CU of the depth cannot be split more than its collocated CU in the texture. The quadtree of the depth is predictively encoded relatively to the quadtree of the texture. Experimental results in the new 3DHTM 4.1 are provided. Additionally, a simplification of the rectangular partitions handling is proposed. A 68% encoder runtime is reported compared to the reference (100% for the decoder), while BDR gains of 0.3% are observed for coded + synthesized views, under common test conditions. 

Idea to reuse the CTU quadtree of texture for depth, and allow potentially less splits for texture (i.e. only at the last quadtree level they can be different)
The current design likely already has some parsing dependency of depth depending on decoded texture CU size for the purpose of inheriting the quadtree size. The suggested approach would not make this situation worse, as it is still referring only to the texture CU size when the additional information about the depth CU size is parsed.
The results seem to be strange in a way that no gain is reported on coded views, loss on synthesized views, whereas the overall average reports a gain. This is likely caused by crossing RD graphs which may make BD computation invalid.
It could be the case that in some sequences the depth map is more distorted
In general, the QTL method gives the benefit of large encoding time reduction, enforcing the depth map QT to follow the texture QT. 

Subjective viewing should be performed for cases where a large PSNR deviation is observed to verify that the limitation does not introduce artifacts in synthesized views. If that is not the case, adopt the normative method to HTM draft, and put both (normative and non-normative) to CTC. Revisit.
JCT3V-B0222 Subjective Test Results on QuadTree limitation and predictive coding (JCT3V-B0068) [J. Jung, E. Mora] [miss]

To be reviewed
JCT3V-B0170 3D-CE3.h cross check on depth quadtree prediction of Orange Labs (JCT3V-B0068) [Byung Tae Oh (Samsung)] [late]

JCT3V-B0066 3D-CE3.h: Cross-check of Depth Quadtree Prediction for HTM [Yi-Jen Chiu, Zhipin Deng, Lidong Xu, Wenhao Zhang (Intel)] 

JCT3V-B0143 3D-CE3.h: Cross-check of Depth Quadtree Prediction for 3DHTM 4.1 (JCT3V-B0068) [Steffen Kamp (Panasonic)] [late]

The cross-checker (S. Kamp) suggests more clean-ups of the software (normative part). 
Revisit: Cross-checkers should confirm that the software and the suggested draft text are aligned
4.3.3 Related contributions

4.3.3.1 AVC

JCT3V-B0057 3D-CE3.a related: On inside-view motion prediction for 3D-AVC [L. Zhang, Y. Chen, L. He (Qualcomm)] [late]

In the current 3D-AVC, inside-view motion prediction (IVMP) is employed for depth coding. A flag to signal the IVMP mode is conditionally transmitted based on the coding modes and reference picture type of co-located macroblock(s) in the associated texture view component. Although such a conditional signalling could save some unnecessary bits for the IVMP mode, it introduces additional parsing dependency to the texture at the macroblock level. Therefore, it is proposed to remove the conditional signalling of the IVMP mode and the IVMP flag is always transmitted with no need to check the mode information of co-located texture. Experimental results show that the coding loss is minor, i.e., 0.05% for synthesized views.  

JCT3V-B0169 3D-CE3.a cross check on inside-view motion prediction of Qualcomm (JCT3V-B0057) [Kwan-Jung Oh (Samsung)] [late]

4.3.3.2 HEVC

JCT3V-B0065 3D-CE3.h related: Bug-fix for Motion Parameter Inheritance of 3DV-HTM [Yi-Jen Chiu, Zhipin Deng, Lidong Xu, Wenhao Zhang, Yu Han, Xiaoxia Cai, Hong Jiang (Intel)] 
In 3DV-HTM 4.0, there is an MPI mode to allow the information of motion parameters of depth CU to be inherited from the collocated video CU. The MPI mode limits the partition size to NxN for the processes of motion compensation and TU size derivation. This limitation prevents the use of MPI mode when AMP mode is on, but it causes 3DV-HTM 4.0 to crash when "QuadtreeTUMaxDepthInter" is set to 1. The contribution provides a fix by proposing when MPI to be indicated at the level of the coding tree of depth map relative to the CU size that is same as the CU size used in video channel, the information of the partition size and the motion data are inherited from the collocated video channel. This proposal reports the removal of the software crash problem and the enabling of MPI mode when AMP is on, at the same time that an average 0.1% BD bitrate reduction for the coded and synthesized views is achieved when compared to the anchor under common test condition.
Difference with B0084: this proposal resolves a bug in non-CTC (QuadtreeTUMaxDepthInter=1), while B0084 addresses a bug in CTC with AMP on (QuadtreeTUMaxDepthInter=3).

There was a question on whether this contribution is fixing a relevant problem since disabling RQT is likely to incur a loss. It was believed that this problem may be resolved in migrating to a newer version of HTM.

The RQT bug can be fixed with only changes to the software.

When AMP is enabled, the current MPI design does not inherit the AMP. This misalignment should be resolved, but it is not urgent and solutions that would eliminate the dependency are under investigation e.g., B0085, B0156.
Decision (SW): Fix RQT bug (when MPI is enabled and RQT=0)

JCT3V-B0216 3D-CE3.h related: Cross-check of JCT3V-B0065 on Motion Parameter Inheritance Improvement [X. Zheng (Hisilicon)] [late]

JCT3V-B0083 3D-CE3.h related: Unconstrained motion parameter inheritance in 3D video coding [Jian-Liang Lin, Yi-Wen Chen, Yu-Wen Huang, Shawmin Lei (Mediatek)] 
In the HEVC-based 3D video coding, HTM 4.0.1, a motion parameter inheritance (MPI) is used to explore the correlation between the video signal and its associated depth map. When using MPI, the encoder needs to ensure that the whole region of the video signal, that the motion data and partitioning are to be inherited from, is coded using inter prediction and the reference indices inherited from the video signal are also available in the reference picture buffer of the depth map coding. However, syntax wise, the encoder can still signal the MPI mode on, even though partial region is coded using intra prediction or the reference pictures are unavailable. In this case, a mismatch caused by the inconsistency of MPI might happen due to the different implementation between encoder and decoder. In this contribution, an unconstrained MPI is proposed to use a default zero motion vector for the undefined or unclear motion data. The experiment reportedly show an average 0.1% coding gain for the coded and synthesized views while the undefined decoder behavior in MPI can be solved.

This proposal attempts to avoid the case that encoder and decoder have different initial values, which could lead to mismatch.
The text changes are minimal; this is considered to be a bug fix.
Decision: Adopt

JCT3V-B0166 3D-CE3.h related: Cross check of JCT3V-B0083 on unconstrained motion parameter inheritance [X. Zhao (Qualcomm)] [late]

JCT3V-B0084 3D-CE3.h related: Simplification on motion parameter inheritance [Liang Zhao, Jicheng An, Jian-Liang Lin, Shawmin Lei (Mediatek), Siwei Ma (Peking Univ.)] 
In HTM4.0.1, the motion parameter inheritance (MPI) mode is signalled as a merge/skip candidate. In this contribution, two methods are proposed to simplify and improve the MPI mode. In the first method, we simplify the MPI mode by limiting the MPI mode only to the non-residual case and moving the MPI mode syntax before skip mode syntax. In the second method, we fixed one bug for the MPI mode when asymmetric partition (AMP) is enabled. In the first method, the experimental results reportedly show that 0.1% BD-Rate gains is achieved for coded and synthesized views with 3% encoding time reduction. In the second method of bug fix, the experimental results reportedly show 0.1% BD-Rate gains for coded and synthesized views is achieved with no impact for complexity.
The first method has the benefit in limiting the signalling of MPI. Compression benefit is negligible and only 3% encoding time reduction.

AMP is not currently part of HTM. This proposal anticipates that when it is enabled, there is a PU misalignment that should be fixed.
Related proposal (B0065) reports that when RQT is disabled, the encoder and decoder will crash.

When AMP is enabled, the current MPI design does not inherit the AMP. This misalignment should be resolved, but it is not urgent and solutions that would eliminate the dependency are under investigation, e.g., B0085, B0156.
JCT3V-B0141 CE5.h related cross-check report for JCT3V-B0084 MVI skip flag by MediaTek [Taesup Kim, Jaewon Sung, Sehoon Yea (LGE)]

JCT3V-B0085 3D-CE3.h related: Removal of picture buffers for motion parameter inheritance [Yi-Wen Chen, Jian-Liang Lin, Yu-Wen Huang, Shawmin Lei (Mediatek)] 
In the HEVC-based 3D video coding, HTM 4.0.1, the motion information of corresponding texture can be referred in the depth coding through the motion parameter inheritance (MPI). Since the MPI reuses the CU/PU structures and motion data from the texture, additional buffers for the prediction directions and CU/PU structures are required for the MPI. As an alternative to the MPI, in this contribution, a texture merging candidate is proposed as an additional candidate for merge mode and skip mode. The texture merging candidate only reuses the motion vector (MV) and reference index of the corresponding texture block. The experimental results reportedly show that the proposed scheme achieves 0.9% BD-rate savings for overall coded and synthesized views compared to HTM-4.0.1, while the picture buffers for the prediction directions and CU/PU structures can be removed and the encoding/decoding run time are also reduced.
Current MPI design needs to store CU/PU partition info, MV info and reference index. Proposal reuses only the MV and reference index of the texture picture, removes extra buffer to store CU/PU partition info and remove the parsing dependency; it also unifies the merge operation between texture and depth.
It was noted that disabling MPI incurs a loss of 1.4%, but disabling MPI and adding the proposed method yields a gain of 0.8-0.9% on synthesized views, no loss on coded views, compared to the CTC (with MPI on).

There is interest in a design that does not have the parsing dependencies. If B0085 is ultimately adopted, then B0084 is not relevant.

Further study in CE.

Note: For storage of MV (neither here nor in MPI), no subsampling is performed as in HEVC “MV compression” for TMVP. Might be desirable to go even further to save memory.
JCT3V-B0139 CE5.h related cross-check report for JCT3V-B0085 depth merge texture candidate by MediaTek [Taesup Kim, Jaewon Sung, Sehoon Yea (LGE)]
JCT3V-B0156 CE3.h related results on improved motion parameter inheritance [B. T. Oh, J. Lee, D.-S. Park (Samsung)] 

An improvement of motion parameter inheritance (MPI) is proposed in the proposal. The current MPI scheme shares motion data between texture and depth CU, and selectively derives CU/PU subdivision information if the size of depth CU is larger than it of texture CU. In the proposed modification, it is proposed for the motion data to be only inherited during MPI process, which not only improves the coding performance with less complexity, but eliminates inter-component parsing dependency. Furthermore, it is also proposed to handle the case of non-available texture motion data due to its intra-coded subCU. Coding experiments for CE3.h as defined in JCT2-A1103 using a version of HTM-v4.0.1 including proposed scheme have been conducted and are reported in this document. The results report 0.5% BD-rate gain with the modification for MPI, and 0.6% BD-rate gain with the additional texture intra-coded subCU handling are achieved.
Similar to JCT3V-B0085, but modifies current MPI design. The proposal also removes the parsing dependency. Provides less gain than JCTVC-B0085 (0.4-0.5% for synthesized). Seems to be more direct modification of MPI rather than replacing it by merge approach.

Further study in CE.
JCT3V-B0205 3D-CE3.h related: Cross check of JCT3V-B156 on Improved Motion Parameter Inheritance [J. Jung, E. Mora (Orange Labs)] [late]

4.3.4 Conclusions

4.4 CE4: RD optimization

4.4.1 Summary

JCT3V-B0024 CE4 Summary Report : RD-Optimization [Sehoon Yea]

One contribution 
Slight loss observed by introducing a depth fidelity term 

If a different view synthesis method than assumed in VSO is used, an improvement in synthesized views is observed with the additional depth fidelity term.
4.4.2 CE contributions

JCT3V-B0131 CE4.h Results on Depth distortion metric with a weighted depth fidelity term [Jiwook Jung, Sehoon Yea (LGE)]`
Under the Common Test Conditions (CTC) of 3D Video Coding, the quality of synthesized views at specified viewing positions has been used as a sole measure of coded depth distortion cost, with which RD-mode decision was performed at the encoder when coding depth. 

In the last meeting, JCT3V-A0119 was proposed to preserve the coded depth quality itself. It seemed that depth quality was well preserved by adding a weighted depth fidelity term explicitly to depth distortion metric functions. It was called as WVSO(Weighted VSO).
In this proposal, the coding performance of WVSO in HTM-4.0.1 is shown. Also, the BD-rate performance of depth itself and the data showing the utility of WVSO are presented. Comparisons between the cases with and without the proposed depth-fidelity term are provided to highlight how the proposed change can mitigate the abovementioned potential problems. 

The average change of luma BD-Rate (BDR) in synthesized result is 0.2% on CTC. And, on 3DVC Cfp conditions using VSRS3.5, the average change of luma BDR is -2.8%. Especially, the luma BDR of Undo_Dancer and GT_Fly is -10.4% and -5.8%, respectively. The encoding time is increased by 0.8%. And, the average change of BD-Rate (BDR) in depth itself is -71.2%

Was partially presented during CE report.
With suggested weight 10:1:1 for VSO:SAIT_RDO:DEPTH, 0.2% loss on average for synthesized views, 0% on coded views (gains for sequences that may have better depth maps)
Several experts (including cross-checkers) supported the proposal, as it improves the quality of compressed depth maps and may therefore be helpful in cases of tools that utilize depth for texture compression.

Decision(SW): Adopt to CTC (with weight factors given above)
JCT3V-B0188 3D-CE4.h: Crosscheck of LGE JCT3V-B0131 on depth distortion metric with a weighted depth fidelity term [Dong Tian (MERL)] [late]

JCT3V-B0212 3D-CE4.h Crosscheck on Depth Distortion Metric with a weighted depth fidelity term (JCT3V-B0131) [Li Wang, Lu Yu (Zhejiang Univ.)] [late]

4.4.3 Conclusions

4.5 CE5: Motion/mode parameter prediction 
4.5.1 Summary

JCT3V-B0025 CE5 Summary Report: Motion/mode Parameter Prediction [Sehoon Yea, Yu-Lin Chang]
CE5.a 11 contributions (2-4 are CE related):
1. CE5.a experiments: Depth-to-Disparity conversion

JCT3V-B0081 (MediaTek), JCT3V- B0149 (Samsung)
2. Simplification of the disparity vector derivation and interview candidate derivation

JCT3V-B0073 (ETRI&KHU), JCT3V-B0082 (MediaTek)
3. Improvement on motion vector prediction

JCT3V-B0151 (Samsung), JCT3V-B0153 (Samsung)
4. Draft text

JCT3V-B0079 (MediaTek)
Test 1: Max disparity derivation with full search: Around 0.2% for coded and synthesized
Test 2: Max disparity derivation with partial search: Around 0.2% for coded and synthesized

CE5.h A total of 50 input contributions, 23 CE proposals. The input contributions can be roughly categorized as follows:
1. Disparity vector derivation for interview motion-info candidate search in Merge/AMVP
B0088 (MediaTek), B0157(Samsung/LG), B0158(Samsung) – Neighbor block search order
B0096 (MediaTek), B0136(LG) - Parallelism
B0047(Qualcomm), B0135(LG) – Memory reduction
B0112(Sharp), B0113(Sharp), B0087(MediaTek) – Constrained DV
B0089(MediaTek), B0090(MediaTek) 
2. Merge/AMVP list construction (redundancy check, candidate order change etc.)
B0048(Qualcomm), B0080(INRIA), B0089(MediaTek), B0095(Hisilicon)
B0086(MediaTek), B0050(Qualcomm), B0069(Orange), B0078(INRIA), B0111(Sharp) 
3. Others
B0038(Sony) – MV compression
B0051(Qualcomm) – Residual prediction

4.5.2 CE contributions

4.5.2.1 AVC

JCT3V-B0081 3D-CE5.a: Unification of the depth to DV conversion [Jian-Liang Lin, Yi-Wen Chen, Yu-Wen Huang, Shawmin Lei (Mediatek)]

This contribution presents the results of the simplified maximum disparity vector (DV) derivation in Skip/Direct mode proposed by MediaTek in JCT3V-A0046. In the AVC-based 3D video coding, ATM-5.1r2, in order to derive a DV to indicate the inter-view corresponding block for the inter-view candidate derivation in Skip and Direct modes, the depth values of the central pixel within the associated depth block is converted to a DV. However, this conversion is different from the one used in Inter mode, which uses the maximum depth value of four corner depth samples within the associated depth block. In this contribution, the depth to DV conversion is unified by using the maximum depth value of four corner depth samples within the associated depth block. The simulation results reportedly show that the proposed method brings 0.2% BD-rate reduction while the depth to DV conversions is unified.
JCT3V-B0149 CE5.a results on inter-view motion vector derivation using max disparity in skip and direct modes [J. Y. Lee, J. Lee, D.-S. Park (Samsung)]

Depth-based motion vector prediction (M24824, JCT2-A0045, and JCT2-A0046) was integrated on the current 3DV-ATM. This proposal introduces an inter-view motion vector derivation method based on max disparity in skip and direct modes. It is shown that the proposed method improves the coding gain.
A disparity vector, which is derived from the neighboring blocks or the corresponding depth block of the current blocks, is employed to bring motion information for skip and direct motion vector from the inter-view reference frame (JCT2-A0045). If the neighboring blocks do not have an inter-view motion vector, a disparity for a middle sample in the corresponding depth block is employed. The proposed method uses a max disparity (M24824 and JCT2-A0040) for the skip and direct modes. The max disparity can be derived from a max depth value among all the depth samples (full search), which was proposed in JCT2-A0040, or four corner depth samples (partial search), which was adopted as the max disparity derivation for the other inter modes in JCT2-A0046.

Approximately 0.2% gain on coded data for both full and partial search. Equivalent to JCT3V-B0081.

Decision: Adopt (partial search, JCT3V-B0081/JCT3V_B0149)
JCT3V-B0206 3D-CE5.a: Cross check report of JCT3V-B0081 on unification of the depth to DV conversion of MediaTek [G. Bang(ETRI), Y.S. Heo, K.Y. Kim, G.H. Park(KHU), W.S. Cheong, N.H. Hur(ETRI)] [late]
JCT3V-B0193 3D-CE5.a cross-check on inter-view motion vector derivation using max disparity in skip and direct modes (JCT3V-B0149) [Y.-W. Chen (MediaTek)] [late] 

4.5.2.2 HEVC

JCT3V-B0048 3D-CE5.h: Merge candidates derivation from disparity vector [L. Zhang, Y. Chen, L. He (Qualcomm)] [late]

When inter-view motion prediction is enabled, the current HTM design of the merge candidate list includes an inter-view predicted motion candidate from a corresponding block in a reference view if available. However, such a candidate might be identical to existing spatial merging candidates in the merge candidate list. In addition, the disparity vector is converted to a disparity motion vector only when the inter-view predicted motion candidate located by the disparity vector is unavailable. Therefore, as a follow-up proposal of JCT3V-A0096, it is proposed to: 

1) remove duplicated candidates with limited additional number of pruning operations; 

2) add disparity motion vector candidate before spatial merging candidates regardless the availability of inter-view predicted motion candidate; 

3) add up to two more candidates derived with two horizontally shifted disparity motion vectors. 

Compared to the current HTM design, the proposed method achieves compression efficiency gain of 0.5% for coded views in terms of BD rate. 
It was noted that only item 1) was part of the original proposal (A0096); the other two are new proposals into this meeting. 

Question: how much gain does each item provides individually? Item 1) provide 0.2% gain, and additional 0.1% from item 2).

WD text has been uploaded, and the text has been reviewed by experts. It was agreed that the third aspect of the proposals adds higher complexity than the gains are able to justify and should be removed from the text.
Decision: Adopt (1+2) – position of insertion for item 2 corresponds to B0069
JCT3V-B0114 3D-CE5.h: crosscheck of Merge candidates derivation from disparity vector (JCT3V-B0048) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] [late]

JCT3V-B0078 3D-CE5.h: Reducing the coding cost of merge index by dynamic merge index re-allocation [Thomas Guionnet, Laurent Guillo, Christine Guillemot (INRIA)]
HEVC implements a candidate vector list for merge and skip modes. When merge or skip modes are selected, a merge index is written in the bitstream. This index is first binarized using a unary code, then CABAC encoded. A CABAC context is dedicated to the first bin of the unary coded index while the remaining bins are considered as equiprobable. This strategy is efficient as long as the candidate list is constructed such as being ordered by decreasing index occurrence probability. In the context of 3D video encoding, an inter-view motion vector predictor is added at the first position of the candidate list. It is reported in this document that the inter-view motion vector predictor is not always the most probable candidate. It actually depends on the video sequence characteristics. Therefore, a dynamic candidate vector list ordering is proposed. Coding gains of 0.4 % on average are observed on side views and up to 1.0% is attained for the Ghost Town Fly sequence for both side views. Average gain on coded data is 0.1%.
Dynamic merge index:

· Keep track of the merge index likelihoods with a histogram
· Update the histogram each time a merge index is decoded/encoded

· Derive a conversion table from the histogram
· Only the 3 first merge indexes are considered
Parsing process adaptation:
· Dynamic merge index re-allocation impacts the bins distribution (mainly 3 first bins)

· CABAC contexts dedicated to the merge index permutations (6 possible permutations)
· 3 first bins with CABAC contexts, others bypassed
Proposed method is considered complementary to others.
There is no complexity increase in software run time, but there is certainly added complexity in maintaining histograms and reordering operations.

Gain is relatively low. There were also some concerns on the text specification and the impact to other parts of the design, e.g., modifications to CABAC. Further study encouraged to address these points.

JCT3V-B0097 3D-CE5.h: Cross-check of reducing the coding cost of merge index by dynamic merge index re-allocation [F. Henry, G. Clare, E. Mora, J. Jung (Orange Labs)]

JCT3V-B0080 3D-CE5.h: Merge candidate list for disparity compensated prediction [Thomas Guionnet, Laurent Guillo, Christine Guillemot (INRIA)]
HEVC implements a candidate vector list for merge and skip modes. The construction of this list has been extensively studied in the JCT-VC group (see for instance JCTVC-G039). It has been shown in JCTVC-I0293 that it is possible to improve the HEVC coding performance by adding in the merge list copies of the first candidate shifted by an arbitrary offset. The same basis is considered in this document and applied to disparity compensation. A gain of 0.3% is obtained on average on side views, and 0.1% on gain on all coded views.
Implementation could be refined with respect to checking redundant candidates.
The offset of +/-4 corresponds to one pixel at quarter-pixel precision. Other offsets were tested but this offset worked best.

Overall gains not as high as other related proposals. Consider further study in CE based on outcome of other adoptions at this meeting.
JCT3V-B0098 3D-CE5.h: Cross-check of merge candidate list for disparity compensated prediction [F. Henry, G. Clare, E. Mora, J. Jung (Orange Labs)]

JCT3V-B0086 3D-CE5.h: Pruning process for the inter-view candidate [Jian-Liang Lin, Yi-Wen Chen, Yu-Wen Huang, Shawmin Lei (Mediatek)]
This contribution presents results of CE5.h experiments related to the improvement of the pruning process proposed by MediaTek in JCT3V-A0048. Seven experiments are conducted for the removal of redundant candidates in the reconstruction of the AMVP candidate list, merging candidate list, and the combinations. Among seven experiments, Test6 provides the best performance in terms of complexity reduction and coding gain. The experiments results of Test6 reportedly show 0.3% and 0.2% BD-rate saving for view 1 and view 2, respectively, and 0.1% BD-rate saving for the coded and synthesized views, while also reducing the required comparisons in the pruning processes of the inter, merge and skip modes. 
Key aspects of proposal:

· Include inter-view candidate in the pruning process of merge candidate list
· Remove two spatial candidate comparisons in pruning of merge candidate list

· Remove comparison between spatial MVPs in pruning process of AMVP candidate list

Comment: more important to remove candidates in merge than AMVP.

Test 3, which adds two comparisons to merge, is related to JCT3V-B0048.

Decision: Adopt (Test 3)
JCT3V-B0173 3D-CE5.h cross check on pruning process for the inter-view candidate of MediaTek (JCT3V-B0086) [Jin Young Lee (Samsung)] [late]

JCT3V-B0190 CE5.h: Cross check report of JCT3V-B0086 on the pruning process for the inter-view candidate [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-B0204 3D-CE5.h: crosscheck of pruning process for the inter-view candidate (JCT3V-B0086) [T. Ikai, T. Uchiumi (Sharp)] [late]

JCT3V-B0111 3D-CE5.h: Decoupling inter-view candidate for AMVP [Yoshiya Yamamoto, Tomohiro Ikai, Tadashi Uchiumi (Sharp)]

At the last meeting, a simplified motion vector candidate derivation for AMVP (JCT3V-A0014) has been proposed. The method removes the dependency between the 3D extension part (inter-view candidate) and HEVC part (regular spatial and temporal candidates) to minimize the extension part. It removes the case that the inter-view candidate is not available and removes the pruning process between the inter-view and regular ones. This decoupling is also beneficial for decoder complexity reduction because it can avoid the unnecessary candidate derivation process. It is reported that average BD-rate of the proposal is not changed from that of the anchor (HTM4.0.1).

Effect of this contribution substantially reduces specification text.
Comment: proposal is interesting and should be further evaluated in terms of hardware implementation.

Proposal appears orthogonal to B0046 and B0086.

Positive remarks from group, beneficial to overall design.

Decision: Adopt
JCT3V-B0199 3D-CE5.h cross-check on decoupling inter-view candidate for AMVP (JCT3V-B0111)  [J.-L. Lin (MediaTek)] [late]

JCT3V-B0133 3D-CE5.h Software fix of disparity derivation [Jaewon Sung, Moonmo Koo, Sehoon Yea (LGE)]
In HTM 4.0.1, a flag is used to indicate whether a block is DV-MCP block or not. The flag is saved with other motion parameters such as motion vector and reference index. In HTM4.0.1 there is a bug which through the flag can be copied to neighbour blocks, which is not desirable. This contribution presents the effect of the bug and reports the simulation results after bug fixing. As the bug does not affect to the coding performance, experiment results show exactly same results with those of HTM4.0.1 anchor coding case.
JCT3V-B0047 which was adopted removes the derived disparity vector from the temporal reference, which resolves the issue being raised.
No action on B0133

JCT3V-B0100 Cross-check report of LG's proposal JCT3V-B0133 [Y. Lin (Hisilicon)] [late]

JCT3V-B0135 3D-CE5.h Modified disparity vector derivation process for memory reduction [Jaewon Sung, Moonmo Koo, Sehoon Yea (LGE)]
Current disparity derivation algorithm in HTM4.0.1 uses neighbour DCP and DV-MCP blocks to find derive a disparity vector. To use the DV-MCP block in the disparity derivation process, additional data should be kept in the memory. This contribution presents a modified disparity derivation algorithm where the above blocks are used only if they belong to the same LCU that current PU belongs to. This modification makes the DV-MCP information of the blocks in upper LCU does not have to be kept in memory. Experiment results reportedly shows that the modification bring 0.0%, 0.2% BD bitrate losses for V1 and V2, respectively. For coded only, synthesized only, and coded & synthesized, 0.0%, 0.0%, 0.0% BD bitrate losses, respectively.

Line memory is considered important for implementation. This proposal would seem to save half of the required motion vectors, in the worst case.
Related contributions: JCT3V-B0047 (Qualcomm), JCT3V-B0088 (MediaTek). 

Decision: Adopt
JCT3V-B0191 3D-CE5.h cross-check on modified disparity vector derivation process for memory reduction (JCT3V-B0135) [Y.-W. Chen (MediaTek)] [late]

4.5.3 Related contributions
A BOG (S. Yea) was assigned with the task of initial assessment of CE5 related proposals, make a clustering of methods and suggest methods that should be further considered in continuing CE. Meeting: Sunday afternoon. The following dispositions are partially based on the BoG report.

JCT3V-B0218 JCT-3V BoG Report : CE5.h Motion/mode Parameter Prediction [Sehoon Yea]

The group confirmed the categorization of the proposals in 2.1 is correct. In addition, it was agreed that a further breakdown of the 2nd category (Merge/AMVP list construction) is possible into pruning, addition of new candidates, and re-ordering. Those proposals that were not yet visited during the session were presented in the BoG meeting (marked in yellow in Tables 2,3, and 5).
Categorization & status of the proposals in CE5.h made by the BoG 
1. DV (Disparity Vector) derivation (for interview motion-info candidate search in Merge/AMVP)
1.2 Proposals handled in the BoG (See Table 2 for details)
· B0088(MediaTek)
· B0089(MediaTek)
· B0090 (MediaTek)
· B0157(Samsung/LG)
· B0158(Samsung) 
1.2 Proposals for which decisions were already made prior to the BoG mtg
· B0047(QC)
· B0088 (MediaTek)
· B0135(LG) 
1.3 Proposals not hanled in the BoG
(asked by the proponents not to be handled in the BoG, all related to constrained DV)
· B0087(MediaTek)
· B0112(Sharp)
· B0113(Sharp)
2. Merge/AMVP list construction (pruning, adding new candidates, candidate order change etc.)
2.1 Proposals handled in the BoG (See Table 3 in BoG report for details)
· B0048(Qualcomm)
· B0050(Qualcomm)
· B0069(Orange)
· B0078(INRIA),
· B0080(INRIA)
· B0086(MediaTek),
· B0095(Hisilicon)
2.2 Proposals for which decisions were already made prior to the BoG mtg
· B0111(Sharp)
3. Others
3.1 Proposals handled in the BoG (See Table 5 in BoG for details)
· B0051(Qualcomm) 
· B0096 (Hisilicon)
· B0136(LG) 
3.2 Proposals for which decisions were already made prior to the BoG mtg
· B0038(Sony) 
The recommendations of the BoG and subsequent decisions of the JCT-3V plenary are reflected in the following.
JCT3V-B0218 JCT-3V BoG Report: CE5.h Motion/mode Parameter Prediction [S. Yea (LG), Y.L. Chang (MediaTek)]

Three major categories have been identified among the CE related contributions:
· Disparity vector derivation (B0088, B0089, B0090, B0157, B0158)

· Merge/AMVP list construction (B0048, B0050, B0069, B0078, B0080, B0086, B0095)

· Others (B0051: residual prediction, B0096/B00136: parallelization of DV derivation)

Agreed within BoG that alignment and consistency with HEVC design is considered important.

Within the Merge/AMVP list construction, three sub-categories were identified including pruning, adding new candidates, and re-ordering. 
For pruning, gains on the order of 0.1-0.2% have been reported. For proposals that add new candidates to the merge lists, additional gains in the range of 0.2-0.3% are reported.
Specifically, B0048 reportedly achieves a 0.5% gain and asserts that this proposal has several common elements with other proposals (B0069, B0086). It was suggested by the proponent that this proposal be adopted as a starting point for the CE.

Reordering proposals have been reported to achieve gains of approximately 0.1%; there is notable similarity among the proposals. Relative to other areas to improve on the merge/AMVP list construction, the reordering related proposals may have difficultly adhering to a design that decouples base and enhancement operations. As a result, they may be less interesting to explore further in the CE.
The proposal on residual prediction reports an average gain of 0.7-0.9%. The encoder time increases by 20% and decoder time increases by 6%.
Topics that are expected to studied further in CE:

· DV derivation

· Merge/AMVP list construction (pruning and adding new candidates to list)

· Residual prediction
B0096 proposes to apply a parallelization restriction on the 2nd PU (available in HM and HTM) to the DV derivation process. BoG recommends adopting this proposal (text and software). 
Decision: Adopt B0096
B0136 reports that a bug-fix is needed for parallel-merge of dependent view although parallel-merge is not in the CTC. It is proposed to apply the parallel merge concept to the DV-derivation process. BoG recommends providing a fix (text and software) according to B0136.


4.5.3.1 AVC

JCT3V-B0073 3D-CE5.a related: Simplification on the disparity vector derivation [G. Bang(ETRI), K.Y. Kim, Y.S. Heo, G.H. Park(KHU), W.S.Cheong, N.H. Hur(ETRI)] [late]

[presenter not available (Sat 6pm)]
This contribution proposes a simplified disparity vector derivation method for saving the memory access bandwidth. The implementation of the proposed process can be achieved with sharing a depth sample to derivate the disparity vector in all sub-blocks inside each MB. It is indicated that the proposed approach reduces searching and comparison operations to find maximum depth samples in every sub-blocks and additionally reduces of the encoder complexity. It is reported that the proposed algorithm increased slightly 0.07% BD rate for texture views and increased slightly 0.02% BD rate for synthesized views with 98% encoding time, and 100% decoding time.
This is generally assessed as a very useful simplification. Some concern was raised about whether the bottom right sample would be the best choice, or whether this is sequence dependent.The current WD text would not support full resolution depth maps.

Further investigation in CE, also with full resolution depths.
JCT3V-B0202 3D-CE5.a related: cross-check on simplification on the disparity vector derivation (JCT3V-B0073)  [Y.-W. Chen (MediaTek)] [late]

Cross-checker confirms result on coded views, but got different results on synthesized views. 
Cross-checker did not review the text as it was not available in the first version.
JCT3V-B0079 3D-CE5.a related: Draft text for the adopted simplified disparity vector derivation proposed in JCT3V-A0046 [Jian-Liang Lin, Yi-Wen Chen, Yu-Wen Huang, Shawmin Lei (Mediatek)]
In the first JCT-3V meeting, a simplification proposed in JCT3V-A0046 was adopted into 3D-ATM to reduce the number of the depth samples to be accessed for the derivation of the disparity vector (DV). By deriving the DV from a maximum depth value of four corner depth samples instead of all depth samples within the associated depth block, the number of the depth samples to be accessed can be significantly reduced from 256 to 4 and the number of the required comparisons can also be reduced from 255 to 3. In this contribution, the text is provided for this simplification. This simplification is also tested again on current 3D-ATM, ATM-5.1r2. The results reportedly show that this proposed simplification does not cause any coding loss in ATM-5.1r2.
Decision: Adopt
JCT3V-B0082 3D-CE5.a related: Simplification of the Inter-view candidate derivation [Jian-Liang Lin, Yi-Wen Chen, Yu-Wen Huang, Shawmin Lei (Mediatek)]
In the AVC-based 3D video coding, ATM-5.1r2, the inter-view candidate in Skip/Direct mode is derived from the motion vectors (MVs) of two different corresponding blocks in the reference view. To derive the inter-view candidate, the MV of list 0 is inferred from a corresponding block located by a disparity vector derived for list 0, and the MV of list 1 is inferred from another corresponding block located by a different disparity vector derived for list 1. In this contribution, we propose to derive the inter-view candidate from a single corresponding block located by a disparity vector derived for list 0 and list 1 to reduce the memory access bandwidth for the inter-view motion data fetch. The experimental results reportedly show that this proposed simplification brings no coding loss compared to ATM-5.1r2.
Remark: proposal is not considered to be a substantial reduction in complexity. Further study.
JCT3V-B0171 3D-CE5.a cross check on simplification of the Inter-view candidate derivation of MediaTek (JCT3V-B0082) [Jin Young Lee (Samsung)] [late]
JCT3V-B0151 3D-CE5.a related results on median-based skip and direct motion vector prediction [J. Y. Lee, J. Lee, D.-S. Park (Samsung)]

Depth-based motion vector prediction (M24824, JCT2-A0045, and JCT2-A0046) was integrated in the current 3DV-ATM. This proposal introduces a median-based skip and direct motion vector prediction method. It is shown that the proposed method achieves an average coding gain of -0.37% in texture coding.

Remark: proposal provides good gain with relatively minor change.

JCT3V-B0107 CE5.a: Cross check report of JCT3V-B0151 on inter-view motion vector derivation for skip/direct modes [Shinya Shimizu, Shiori Sugimoto (NTT)] [late]
JCT3V-B0221 CE5.a related: Cross check report of the combination of JCT3V-B0151 and JCT3V-B0153 on MVP [S. Shimizu, S. Sugimoto (NTT)] [late]

JCT3V-B0153 3D-CE5.a related results on temporal motion vector prediction in dependent view [J. Y. Lee, K.-J. Oh, J. Lee, D.-S. Park (Samsung)]

Depth-based motion vector prediction (M24824, JCT2-A0045, and JCT2-A0046) was integrated in the current 3DV-ATM. This proposal introduces a temporal motion vector prediction method for the dependent view. It is shown that the proposed method achieves an average coding gain of -0.11% in texture and overall coding.
Gain is smaller than B0151 proposal, but change is also relatively minor.
A combined result with JCT3V-B0151 and JCT3V-B0153 shows 0.4% gain on total coded data, which indicates that the proposals are additive. Combined proposal was not cross-checked.
Decision: Adopt both JCT3V-B0151 and JCT3V-B0153 
(matching of results was confirmed by cross-checker)
JCT3V-B0108 CE5.a: Cross check report of JCT3V-B0153 on temporal motion vector derivation for dependent views [Shinya Shimizu, Shiori Sugimoto (NTT)] [late]

4.5.3.2 HEVC

JCT3V-B0038 3D-CE5.h related: MV memory reduction on motion/mode parameter prediction [Y. Takahashi, S. Hattori, O. Nakagami, T. Suzuki(Sony)]

According to HTM-4.0.1, motion/mode parameter prediction (MPP) can refer to all MVs of inter-view reference pictures since the numbers of MVs are not compressed. On the other hand, temporal motion vector prediction (TMVP) can refer to only a MV of the first 4x4 block in each 16x16 block since the numbers of MVs are compressed. Thus it is asserted that MPP requires too much MV memory when compared with TMVP.
This contribution proposes MV memory reduction on MPP. It is suggested that the numbers of MV are compressed right after decoding a picture of each view. Two approaches with different compression ratios of MVs are proposed. The first approach can achieve higher compression ratio of MVs than the second one, yet there is more coding loss. It is reported that experimental results show 0.6% BD-rate increase in the first approach and 0.1% BD-rate increase in the second approach. We recommend adopting one of them to the current HTM.
Proponent expressed a preference for first approach with 16x16 restriction since it aligned with temporal motion vector prediction in HEVC design. However, the loss is greater.

Remark: There is a general feeling that we need to reduce the required memory for multi-view coding. 

Remark: this proposal may be more relevant for MV-HEVC since it seems to have greater impact compared to 3D-HEVC including depth. The impact is also considered to be greater when the number of views increases.

It was noted that MV compression should also be considered in the context of scalability.

It was noted that there are related proposals (JCT3V-B0091) – see additional notes below.

JCT3V-B0091 Motion data buffer reduction for 3D-HEVC [Yi-Wen Chen, Jian-Liang Lin, Yu-Wen Huang, Shawmin Lei (Mediatek)]

[Note: moved from HRD to CE5.h related]

In the HEVC-based 3D video coding, HTM 4.0.1, motion data of each coded picture is stored at lower resolution after all pictures within the same access unit (AU) are coded. However, it requires larger buffers and causes bandwidth issue to store and access the motion data at full resolution when coding the pictures within an AU. In this contribution, we propose to store the motion data of each picture at quarter resolution during the coding of the pictures within the access unit (AU) and compress them at 1/16 resolution after all pictures within the same AU are coded. With this proposed scheme, the motion data buffer and the memory access bandwidth for writing and reading motion data can be further reduced. The experimental results reportedly show that 0.1% BD-rate increase for overall coded and synthesized views is introduced while the motion data buffer can be significantly reduced.
This proposal is the same as Approach 2 in JCT3V-B0038.

There are at least three factors to consider: coding loss, memory compression capability and alignment with existing HEVC specification. It was noted that Approach 1 in JCT3V-B0038 is better aligned with the current specification.

Benefit is considered minor when there is only one reference view. It was also noted that adopting such simplifications at an early stage of the standardization process might limit the overall compression capabilities and ability to improve the prediction performance.
No immediate action on either proposal (JCT3V-B0038, JCT3V-B0091), but further study could be considered at a later stage.
JCT3V-B0194 Cross-check of motion data buffer reduction for 3D-HEVC (JCT3V-B0091) [Y. Takahashi, S. Hattori, O. Nakagami, T. Suzuki (Sony)] [late]

JCT3V-B0118 3D-CE5.h related: cross-check of MV memory reduction on motion/mode parameter prediction (JCT3V-B0038) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] [late]

JCT3V-B0047 3D-CE5.h related: Improvements for disparity vector derivation [J. Kang, Y. Chen, L. Zhang, M. Karczewicz (Qualcomm)] [late]

This contribution presents modifications for disparity vector derivation in the current 3D-HEVC. In the current 3D-HEVC design, a disparity vector is estimated with searching disparity motion vectors (DMV) of coded blocks in spatial and temporal neighbors as well as derived disparity vectors (DDV) which may be stored to each block. However, using DDV requires large memory bandwidth not only for accessing the reference pictures but also for storing information related to the DDV since the DDV needs to be present for each block in all the pictures of the decoded picture buffer (DPB). Thus, in this contribution, it is proposed that DDV is stored only in the current view component to reduce the memory size, and not in a reference picture. On top of that, the contribution proposes a temporal picture selection method that allows up to two candidates (i.e., the same number with the current design). In summary, the proposal reduces the memory size as much as for storing the DDV in the DPB, and achieves a coding gain about 0.1% bit-rate saving for texture views.

See further notes under JCT3V-B0088.
Decision: Adopt JCT3V-B0047
JCT3V-B0148 Cross-check report for JCT3V-B0047 by Qualcomm [Taesup Kim, Jaewon Sung, Sehoon Yea (LGE)]
JCT3V-B0049 Temporal motion vector prediction hook for MV-HEVC (Information) [Y. Chen, L. Zhang, V. Seregin, M. Karczewicz (Qualcomm)] [late]

This contribution is submitted to JCT-3V for information, as the discussion of the relevant topics in JCT-VC is related to MV-HEVC and potentially to 3D-HEVC as well.
In the current HEVC design, when merge mode is used, the reference index for the temporal merging candidate is always zero. This impacts the coding efficiency relatively small, since scaling can be used to compensate the temporal location differences. However, in the context of multiview or 3DV coding, reference index equal to zero may correspond to the reference picture in the same view, while the motion vector (MV) of the co-located PU may point to an inter-view reference picture. In this case, TMVP candidate is considered as unavailable. To address this issue, it is proposed that one additional target reference index is used, so that TMVP can be supported even when the MV of the co-located PU points to an inter-view reference picture. For multiview video coding (MV-HEVC), the proposed method provides about 0.94% average bitrate saving for the all the views and 2.5% bitrate saving for the non-base views.
JCT3V-B0050 3D-CE5.h related: Improved temporal motion vector prediction for merge [L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)] [late]

In current 3D-HEVC, a target reference index for temporal merging candidate is set according to the neighboring prediction unit. When the target reference index corresponds to a reference picture in the same view while the motion vector of the co-located prediction unit (PU) points to an inter-view reference picture and vice versa, temporal motion vector prediction (TMVP) candidate is considered as unavailable. To address this issue, it is proposed that one additional target reference index is used, so that TMVP candidate can be supported for the above cases. For 3D-HEVC, the proposed method provides about 0.3% average bitrate saving for the all the coded views and 0.7% bitrate saving for the non-base views.
JCT3V-B0051 3D-CE5.h related: Advanced residual prediction for multiview coding [L. Zhang, Y. Chen, X. Li, M. Karczewicz (Qualcomm)] [late]

Inter-view residual prediction is enabled in the current HTM design to code the residue of dependent texture views more efficiently. In this proposal, an advanced residual prediction (ARP) is proposed to further improve the coding efficiency of inter-view residual prediction. In ARP, to ensure high correlation between residues of two views, motion of the current block of picture in current view is applied to the corresponding block in a reference view picture to generate residual in the base view to be used for inter-view residual prediction. Moreover, an adaptive weighting factor is applied to the residue signal so that the prediction error is further reduced. Compared to the current HTM design, the proposed method achieves compression efficiency gain of 0.9% for coded views in terms of BD rate. 
JCT3V-B0217 3D-CE5.h related: Cross-check of JCT3V-B0051 on Advanced residual prediction for multiview coding [X. Zheng (Hisilicon)] [late]
JCT3V-B0069 3D-CE5.h related: Modification of the Merge Candidate List for Dependant Views in 3DV-HTM [E. Mora, B. Pesquet, M. Cagnazzo, J. Jung (Telecom ParisTech and Orange Labs)]
This document presents a modification to the Merge candidate list for a given PU in a dependent view in 3DV-HTM. While there is already a multi-view candidate in this list, it is always preferred to be temporal (referencing a frame in the same view but at a different time instant, hence it is a motion vector) over interview (referencing a frame in another view at the same time instant, hence it is a disparity vector). 

In this proposal, an interview candidate is considered in the Merge candidate list, alongside the multi-view temporal one. The new candidate can either be added in the secondary candidate list, or replace the temporal in the primary list (in this case the temporal would be moved to the secondary list). The first method achieves -0.5%, -0.6%, -0.2% and -0.2% gain on average for video 1, video 2, synthesized views, and coded+synthesized respectively while reducing encoding time to 97% (decoding time remains unchanged). The second method achieves -0.6%, -0.6%, -0.2% and -0.2% gains on average for video 1, video 2, synthesized views, and coded+synthesized respectively while reducing encoding time to 96% and decoding time to 99%.
Decision: Adopt (corresponds to item 2 under B0048 with different insertion position – see notes associated with this proposal)
JCT3V-B0203 3D-CE5.h related: Cross-check of Modification of the Merge Candidate List for Dependant Views in 3DV-HTM (JCT3V-B0069) [K. Zhang, J. An, J.-L. Lin (MediaTek)] [late]

JCT3V-B0088 3D-CE5.h related: Unified temporal collocated picture for DV derivation [Yi-Wen Chen, Jian-Liang Lin, Yu-Wen Huang, Shawmin Lei, Na Zhang, Jicheng An, Kai Zhang (Mediatek), Siwei Ma, Wen Gao (Peking Univ.), Debin Zhao (Harbin IT)]
In the HEVC-based 3D video coding, HTM 4.0.1, a mechanism that allows the collocated picture to be changed at prediction unit (PU) level is utilized to search temporal neighboring blocks to derive the disparity vector. This contribution proposes a constraint to unify the temporal collocated picture for all PUs within the same picture to ease the memory access burden caused by the PU-level adaptive collocated picture selection. In this contribution, two schemes are proposed to provide different signaling methods of the temporal collocated picture for disparity vector (DV) derivation. In scheme 1, an additional syntax is used to signal the temporal collocated picture for DV derivation in the same manner as the signaling of temporal collocated picture for temporal motion vector predictor (TMVP). In scheme 2, the signaling of the temporal collocated picture for DV derivation and the one for TMVP uses the same syntax. Besides, in scheme 2, one additional temporal neighboring block is checked to increase the probability of having an available DV. Experimental results show that both schemes have no overall coding performance changes compared to HTM-4.0.1 while the burden of memory access is reduced.
During the discussion, one expert suggested that further study of memory access issues and coding performance could be done in a CE (JCT3V-B0047, JCT3V-B0088).

Proponent of B0047 notes that their proposal is more closely aligned with current HEVC design and incurs minimal change, and also asserts that there is no benefit in proposal JCT3V-B0088.
Members of the group expressed a preference for JCT3V-B0047. 
Study in CE was suggested by the proponents and supported by the previous cross-checkers.

JCT3V-B0117 3D-CE5.h related: cross-check of Unified temporal collocated picture for DV derivation (JCT3V-B0088) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)]

JCT3V-B0089 3D-CE5.h related: Improvement on MV candidates for 3DVC [Kai Zhang, Jicheng An, Jian-Liang Lin, Yu-Lin Chang, Yu-Wen Huang, Shawmin Lei (Mediatek)]
In the current HTM, the inter-view candidate is introduced into the MV candidate list for AMVP and merge blocks. To get the inter-view candidate, an estimated DV is obtained first. If no estimated DV can be found, a default zero-DV is used. Then an inter-view motion predictor or a disparity vector predictor is given as the inter-view candidate, based on the estimated DV and the current reference picture. In this contribution, three modifications are proposed to further improve MV candidates in 3DVC. First, the default zero-DV is forbidden in the DV estimation process. The inter-view candidate is not used if the estimated DV is unavailable. Second, redundancy neighboring checking for DVs in AMVP candidate filling process is eliminated if the required reference is an inter-view reference picture. Finally, the inter-view candidate is moved back in the merge candidate list, if it turns out to be a disparity vector predictor instead of an inter-view motion predictor. Experimental results show that, the proposed solution achieves about 0.5% BD-rate gain on video 1/video 2 and 0.2% BD-rate gain on the coded & synthesized view respectively, without increasing the computational complexity.

JCT3V-B0210 3D-CE5.h related: Cross check of JCTVC-B0089 on improvement on MV candidates for 3DVC [L. Zhang (Qualcomm)] [late]
JCT3V-B0211 3D-CE5.h related: Cross check of JCT3V-B0089 on Improvement of MV candidates in 3DVC [J. Jung, E. Mora (Orange Labs)]

JCT3V-B0090 3D-CE5.h related: Depth-oriented Neighboring Block Disparity Vector (DoNBDV) with virtual depth retrieval [Yu-Lin Chang, Chi-Ling Wu, Yu-Pao Tsai, Shawmin Lei (Mediatek)] 

In HTM 4.0.1, the neighboring block disparity vector (NBDV) mode is used to replace the original predicted depth map (PDM) for inter-view motion prediction. In this contribution, a new estimated disparity vector – depth oriented neighboring block disparity vector (DoNBDV) is proposed to enhance the accuracy of the NBDV by utilizing the coded depth map. By referring to the NBDV and the coded depth information, the inter-view information can be predicted more accurately without maintaining a whole frame buffer like the predicted depth map. The experimental results reportedly show that 1.0% and 1.2% BD-Rate gains are achieved for video 1 and video 2, 0.3% BD-Rate gains is achieved for coded and synthesized views while applying the DoNBDV in the AMVP mode and the merge mode.
JCT3V-B0092 Removing temporal motion vector prediction for depth map coding [Chih-Ming Fu, Yi-Wen Chen, Jian-Liang Lin, Yu-Wen Huang, Shawmin Lei (Mediatek)]
In the HEVC-based 3D video coding, HTM-4.0.1, the depth coding requires motion information of temporal collocated pictures to derive temporal motion vector predictor (TMVP). In this proposal, TMVP and the related syntax are removed for depth coding to reduce encoder/decoder complexity and related motion information buffer. Experimental results showed that the average BD-rate change is 0.0% compared with the HTM-4.0.1. By using the proposed method, the encoder/decoder complexity is reduced and the related motion information buffer (about 1.4 mega bits for a HD sequence) for depth map can also be removed while keeping the same coding performance.
Comments:
· this could be done without changing the syntax by setting the sps_tmvp_enable_flag for the depth component in a profile defnition, this would be the more appropriate solution
· It is reported that disabling tmvp makes sense due to sharing of texture motion data via MPI (which are stored more densely by a 4x4 grid). 
In general, low complexity and low memory depth map coding is an important goal, but that could eventually be achieved more effectively by reducing the encoded size of depth maps, further subsample depth maps stored for MPI etc. Therefore, it may be to early to decide about disabling TMVP, as there may be interference with other ways of reducing the amount of memory.

Further study (AHG on memory reduction – may be too early?)
Decision(SW): implement parameter to disable TMVP by setting sps_temporal_mvp_enable_flag=0 for depth only (the current SW only allows disabling for both texture and depth) – not in CTC
JCT3V-B0109 Cross check report of JCT3V-B0092 on removing temporal motion vector prediction for depth map coding [Shinya Shimizu, Shiori Sugimoto (NTT)] [late]

JCT3V-B0093 Removal of the parsing dependency of inter-view residual prediction [Jicheng An, Kai Zhang, Jian-Liang Lin, Shawmin Lei (Mediatek)]
In this contribution, two methods are proposed to improve the inter-view residual prediction in HTM. Firstly, an approach to solve the parsing problem related to the inter-view residual prediction is proposed. The experimental results reportedly show 5% encoding time saving and 0.1-0.2% BD-rate reduction for video1 and video2, while the parsing dependency of the inter-view residual prediction is removed. Secondly, we further remove the interpolation in inter-view residual prediction to reduce the complexity, and the disparity vector is directly rounding to a nearest integer pixel. When the two proposed methods are combined, the experimental results reportedly showed no BD-rate loss.
The parsing of IVRP enable flag depends on the information (coding type, and CBF) of the reference view which is clearly undesirable. It is suggested to not use the IVRP flag at all, and always use IVRP in cases of skip or merge in 2Nx2N PU of the current picture. 

Some concern is expressed about the necessity of the additional condition checking and its implication on complexity? It is argued by the proponents that also currently the parsing requires condition check.

The loss when only removing the parsing dependency (without putting the additional condition checking) is not known. 

Further investigation in CE (comparing the proposed scheme against a scheme which sends the enable flag unconditionally at CU level).

(Note for information: Somebody said that IVRP as such gives around 1.x%)

Another element of the proposal suggests the removal of bilinear interpolation in IVRP with almost no loss. Also this element to be further investigated in CE

 JCT3V-B0116 3D-CE5.h related: crosscheck of Removal of the parsing dependency of inter-view residual prediction (JCT3V-B0093) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] [late]

JCT3V-B0095 CE5.h related: Adaptive inter-view MVP candidate position for merging candidate list construction [Y. Lin, J. Zheng, X. Zheng (Hisilicon)]
This contribution proposes to construct MERGE candidate list by adaptively inserting an inter-view MVP candidate. In 3D-HTM, an inter-view MVP candidate for dependent view is obtained based on its reference view. It is observed that the derived inter-view MVP may be either temporal motion vector (MV) or inter-view disparity vector (DV). It is proposed that the inter-view MVP candidate’s position in the MERGE candidate list is not fixed, i.e., the first position is taken when the inter-view MVP is a kind of MV while a different position close to the end of the list is assigned when the inter-view MVP is a kind of DV. It is reportedly shown that the proposed method archives average -0.23%, -0.21% BD-rate reduction for texture view1 and view2, respectively, with comparison to HTM4.0.1.
JCT3V-B0099 3D-CE5.h related: Cross-check report of JCT3V-B0095 on Adaptive inter-view MVP candidate position for merging candidate list construction [Thomas Guionnet, Laurent Guillo (INRIA)] 
JCT3V-B0096 CE5.h related: removal of dependency between multiple PUs in a CU for disparity vector derivation [Y. Lin, J. Zheng, X. Zheng (Hisilicon)]
This contribution proposes to remove the dependency among multiple PUs in a CU for purpose of enabling PU-based parallel disparity derivation. In 3D-HTM implementation, it is not possible for two PUs within a CU, e.g. with Nx2N partition, to perform disparity vector derivation process in a parallel way. This is because one or more of the neighbour blocks involved in disparity vector derivation for 2nd PU is located in the 1st PU. The dependency between the two PUs disables parallelism of PU-based disparity vector derivation. Such dependency is removed in this contribution. It is reportedly shown the coding efficiency is -0.1% and 0.0% BD-rate saving for texture view1 and view2, respectively, with comparison to HTM4.0.1.
JCT3V-B0138 CE5.h related cross-check report for JCT3V-B0096 proposal on disparity vector derivation by Hisilicon [Taesup Kim, Jaewon Sung, Sehoon Yea (LGE)]
JCT3V-B0136 3D-CE5.h Related: Support of parallel merge in disparity vector derivation [Moonmo Koo, Jaewon Sung, Sehoon Yea (LGE)] [late]

In HTM anchors so far, parallel merge scheme has not been activated. Thus, the A0126 proposal adopted in the last meeting did not present experimental results with the scheme. To reduce complexity for deriving availabilities of neighbor blocks and dispatching motion information of them and to maintain parallelism enabled by the scheme, we should also consider parallel merge in disparity vector derivation process. This proposal shows experimental results for parallel merge to be added to the A0126 proposal, and the benefits of inter-view motion prediction are still preserved even with the parallel merge.
Tentative Decision: Adopt B0136 (text to be reviewed)
A version of the text was presented in B0136r1, but that apparently did not match with the newest version of the draft text. Revisit.
JCT3V-B0120 3D-CE5.h related: cross-check of Support of parallel merge in disparity vector derivation (JCT3V-B0136) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] [late]

JCT3V-B0172 3D-CE5.h cross check on support of parallel merge in disparity vector derivation of LG (JCT3V-B0136) [Jin Young Lee (Samsung)] [late]

JCT3V-B0192 3D-CE5.h Related cross-check on parallel merge in disparity vector derivation (JCT3V-B0136) [Y.-W. Chen (MediaTek)] [late]

JCT3V-B0208 3D-CE5.h related: Cross check of JCT3V-B0136 on support of parallel merge in disparity vector derivation [J. Jung, E. Mora] [late]
JCT3V-B0144 3D-CE5.h related: Cross-check of Improved temporal motion vector prediction for merge (JCT3V-B0050) [Steffen Kamp (Panasonic)] [late]

JCT3V-B0157 CE5.h related results on disparity vector derivation from blocks coded by inter-view motion parameter prediction [J. Y. Lee, J. Lee, D.-S. Park (Samsung), J. Sung, M. Koo, S. Yea (LG)]
For disparity vector derivation, a neighboring blocks based method was integrated on the current 3DV-HTM (M24937 and JCT2-A0126). This proposal presents an improved disparity vector derivation method that also considers inter-coded blocks. The proposed method achieves a bit reduction of -0.2% and -0.3% in dependent texture views.
JCT3V-B0115 3D-CE5.h related cross-check of results on disparity vector derivation from blocks coded by inter-view motion parameter prediction (JCT3V-B0157) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] [main]

JCT3V-B0158 CE5.h related results on inter-view motion vector candidate construction in merge and AMVP modes [J. Y. Lee, J. Lee, D.-S. Park (Samsung)]
For inter-view motion vector candidate construction in merge and AMVP modes, a neighboring blocks based approach was integrated on the current 3DV-HTM (M24937 and JCT2-A0126). In this proposal, an improved inter-view motion vector candidate construction method is introduced, which uses two temporal and spatial inter-view candidates in merge mode rather than one inter-view candidate in merge mode. The proposed method achieves the bit reduction of -0.2% and -0.3% in dependent texture views, and 0.1% gain overall.
JCT3V-B0137 CE5.h related cross-check report for JCT3V-B0158 improved inter view motion prediction by Samsung [Taesup Kim, Jaewon Sung, Sehoon Yea (LGE)]
4.5.4 Conclusions

4.6 CE6: Depth intra prediction 
4.6.1 Summary

JCT3V-B0026 CE6.H summary report: Depth intra coding [Philipp Merkle]
CE: 4
CE related: 6

· DMM (improvements/simplifications)
· Chain coding

· Alternative modes (removal DMM, lookup table etc.)

· Gains up to 0.5% for synthesized views (2% for all-intra)

· No gain for coded views, as this is a pure depth coding tool
4.6.2 CE contributions

JCT3V-B0036 3D-CE6.h Results on Simplified Depth Coding with an optional Depth Lookup Table [Fabian Jäger (RWTH Aachen University)]
This contribution presents a modified intra-coding scheme for depth map coding in 3D video. As depth maps show unique characteristics like piecewise smooth regions bounded by sharp edges at depth discontinuities, new coding tools are required to approximate these signal characteristics. In the current 3DV-HTM software (version 4.0.1), there are two kinds of intra prediction modes for depth maps: 
1) The directional intra prediction known from HEVC and 2) the depth modeling modes (DMM). The latter can enhance the BD-rate of synthesized views especially when modeling the mentioned depth discontinuities. The addition of the four additional DMM prediction modes for depth increase the number of bits required to signal the optimal prediction mode for each coded block. Moreover, there are three DMM modes, which overlap with directional intra prediction modes and consequently result in signaling overhead.
In this contribution an alternative intra coding scheme is proposed, which adds an alternative coding path for each CU. If the Simplified Depth Coding (SDC) mode is selected, there is only a set of four different prediction modes available. Due to depth maps’ signal characteristics these four prediction modes are sufficient to generate a sufficiently good prediction signal. After having selected the optimal prediction modes among the four, the resulting residual is not coded using transform. As the SDC prediction stage always results in one or two depth segments per coded block, a single residual DC depth value is coded for each of these segments. By skipping the transform step and coding the residual based on the pixel-domain information, ringing artifacts are eliminated for SDC-coded blocks. 
Moreover, the number of bits to signal the residual values for each segment can be further reduced by integrating a Depth Lookup Table (DLT), which maps depth values to valid depth values of the original depth map. The DLT is constructed based on an initial analysis of the input depth map and is then coded in the SPS. For sequences with strongly quantized depth maps DLT yields additional gain on top of the gain coming from DMC alone.

For the all-intra configuration, it is reported that the method achieves a 1.1% gain on synthesized views without DLT, and a 2% gain with DLT. The encoding time is increase by 20-30% but decoding time is reduced by approximately 30%. When the simplified depth coding is used, the processing is relatively simple.
DLT is currently sent in the SPS, but slice layer signalling may be more appropriate. There was some concern about the size of the look-up table.
It was pointed out that a large number of contexts are used in the current implementation, but the proponent believes that this could likely be reduced without notable loss in coding efficiency.

The proposal adds to the existing DMM modes, and does not replace any of them.

There was a question on the whether there is some double-testing of different modes and if there is some possibility for closer harmonization of the proposed method with existing modes.

Is there any notable difference in depth quality, e.g., removal of blocking artifacts? According to the proponent, there is not a notable difference in the synthesis results.

Transform skip is now supported in HEVC, but not in the current HTM. This method does not apply the transform in the proposed mode. There was a question on whether we would get the gains by simply migrating to the latest version of HM. The proponent did not believe so. Also, it was remarked that transform skip does not improve coding of MVD data.

Text that has been provided needs to be aligned with latest version of draft specification.
Decision: Adopt. Some aspects to study further in CE include signalling (SPS or slice) and reduction of contexts. 
JCT3V-B0125 3D-CE6.h: cross-check report for JCT3V-B0036 on simplified depth coding with and optional depth lookup table [Eunyong Son, Jin Heo, Sehoon Yea (LGE)]
JCT3V-B0039 CE6.H: Simplified Wedgelet search for DMM modes 1 and 3 [Philipp Merkle, Karsten Müller (HHI), Xin Zhao, Ying Chen, Li Zhang, Marta Karczewicz (Qualcomm)]

This contribution is a joint proposal of methods for simplification of the Wedgelet search of DMM modes 1 and 3 by combining the methods proposed in JCT3V-A0098 and JCT3V-A0105. Under common test conditions this method reduces the encoder/decoder complexity by 1.1%/2.3% and by 30.8%/22.5% for all-intra configuration with no impact on the coding efficiency.
One aspect of the proposal limits the search of the Wedgelet list based on intra prediction direction, while the second aspect invokes a Wedgelet pattern list initialization and performs a coarse search with refinement.
A negligible impact on the coding is reported. The encoder time is reduced by 30% and the decoder time is reduced by 22%.

Question on the performance of each proposal independently? They should be additive since they are operating on different texture modes.

Several members of the group (including cross-checker) expressed support for this proposal.

Decision: Adopt
JCT3V-B0176 3D-CE6.h cross check on simplified wedgelet search for DMM modes of HHI and Qualcomm (JCT3V-B0039) [Byung Tae Oh (Samsung)] [late]

JCT3V-B0127 3D-CE6.h: Region-based intra prediction for DMM mode 2 [Jin Heo, Eunyong Son, Sehoon Yea (LGE), Philipp Merkle (HHI)]
This contribution is a joint proposal and presents a depth intra coding method for Region-based DMM mode 2. The proposed method substitutes the intra-predicted Wedgelet partitioning method of DMM mode 2 described in JCT3V-A1005 with the region-based intra prediction method described in JCT3V-A0068. Under common test conditions this method provides 0.1% BD-rate gain and 0.2% BD-rate gain under all-intra configuration.

Encoder complexity is increased by 30% in all-intra configuration. This increase is attributed to the additional search that needs to occur as part of the RDO process.

Gains is relatively small relative to the encoder increase.

No action. 
JCT3V-B0132 3D-CE6.h: Cross Check of Region-based intra prediction for DMM mode 2 (JCT3V-B0127) [Fabian Jäger (RWTH Aachen University)]

JCT3V-B0159 CE6.h results on plane-segmentation based intra prediction [B. T. Oh, J. Lee, D.-S. Park (Samsung)]
A new intra prediction tool is proposed to improve the depth map coding gains. As introduced in its previous proposal JCT2-A0032, it targets more accurate intra prediction with additional information for depth map. Coding experiments for CE6.h as defined in JCT2-A1106 using a version of HTM-v4.0.1 including proposed scheme have been conducted and are reported in this document. The results report 0.1% BD-rate gain in CTC condition and 0.3% BD-rate gain in All Intra condition are achieved.
Encoding and decoding complexity is similar to anchor.

The proposal aims to improve on the region-boundary chain coding method that was adopted during the previous meeting. Requires simple segmentation; also, many tables are needed to store the pattern codes for different block sizes. There were implementation concerns expressed about the method, including memory and computation.
No action.
JCT3V-B0163 CE6.H: Cross check for JCT3V-B0159 on plane segmentation based intra prediction [Philipp Merkle (HHI)]

4.6.3 Related contributions

JCT3V-B0042 Early Termination of PU Prediction in Depth Intra Coding [Hongwei Li, Ming Li, Ping Wu, Yingjie Hong]

This contribution presents an early termination of PU prediction for depth map intra prediction coding in 3D-HTM. An early termination strategy which set threshold conditions is implemented on 3D-HTM-4.0.1 to accelerate the process of depth intra mode decision. It is reported that using the intra-only configuration for CE6, the runtime is reduced by an average of 41.1% (encoder) and 24.2% (decoder) with an average loss in BD-BitRate of 0.8%.
The proposal is for a non-normative encoder only change. Loss is relatively large.
No action.
JCT3V-B0052 3D-CE6.h related: Simplification on region boundary chain coding for depth map [X. Zhao, L. Zhang, Y. Chen, M. Karczewicz (Qualcomm)] [late]

This contribution proposes a simplification for the region boundary chain coding method in 3D-HEVC. In the current 3D-HEVC design, the number of chains needs to be signalled in the coding unit syntax table. It is proposed that the syntax element edge_count_minus_1, representing the number to be removed. Under common test conditition (CTC) and CTC with VSO turned off, the proposed method achieves average -0.03% and -0.18% BD-rate reduction, respectively.
The number of chain codes is implicitly derived by tracking the chain position.
Remark: this proposal is not considered to be a simplification since there is a need to add conditions to check the position and the x-y position of the chain code needs to be tracked. The gain is also negligible.

There was no consensus that the proposed change was a simplification and the overall benefit was not clear.

No action.
JCT3V-B0126 3D-CE6.h: Results on edge intra prediction [Jin Heo, Eunyong Son, Sehoon Yea (LGE)]
This contribution presents an adaptive context modeling method for region boundary chain coding described in JCT3V-A0070. Under common test conditions this method provides 0.041% BD-rate gain and 0.013% BD-rate gain under all-intra configuration.
The contribution proposes a modified chain code that considers the frequency of each type and utilizes additional context models to improve the coding efficiency. The gains are negligible.
No action.
JCT3V-B0175 3D-CE6.h cross check on edge intra prediction of LG (JCT3V-B0126) [Kwan-Jung Oh (Samsung)] [late]

JCT3V-B0201 3D-CE6.h related cross-check on simplification on region boundary chain coding (JCT3V-B0052)  [J. An (MediaTek)] [late]

JCT3V-B0053 3D-CE6.h related: Distortion calculation simplification for Depth Modeling Mode (DMM) 3 [X. Zhao, L. Zhang, Y. Chen, L. He, M. Karczewicz (Qualcomm)] [late]

This contribution proposes further simplifications of Depth Modeling Mode (DMM) 3. In DMM 3, the decoder needs to access the reconstructed Co-located Texture Luma Block (CTLB) to identify a Wedgelet pattern, and for each Wedgelet candidate, a prediction block is generated and Sum of Absolute Difference (SAD) between the CTLB and prediction block is calculated, thus a block has to be predicted and each pixel of the CTLB block has to be accessed. In this contribution, it is proposed that for a given Wedgelet pattern, no SAD of whole blocks is calculated, instead, only the calculation of differences of two sample pairs is needed. It is reported that almost no BD Rate difference is observed using this proposed method.
With the proposed approach, SAD-based calculation on texture view is no longer needed.
For the all-intra configuration, reduce 22% of decoder time.

The proposed method also has similarities with DMM 2. 
Further study in CE.

JCT3V-B0214 3D-CE6.h: Cross-check of JCT3V-B0053 on Depth Modeling Mode (DMM) 3  [X. Zheng, Y. Lin (Hisilicon)] [late]

JCT3V-B0064 3D-CE6.h related: Simplification of Depth Modeling Mode 3 [Shiqi Wang, Siwei Ma (Peking Univ.), Hongbin Liu, Jie Jia (LGE)]
This contribution proposes to further simplify Depth Modeling Mode (DMM) 3 based on JCT2-A0098. In JCT2-A0098, instead of performing exhaustive search from a huge number of candidate Wedgelet patterns, only candidate Wedgelet patterns that are within a predefined search range are searched. The search range is defined by intra prediction mode of the co-located texture luma block. This contribution proposes to further simplify the Wedgelet pattern search at decoder by signalling the best pattern in the predefined search range. In this way, the decoder does not need to perform any Wedgelet pattern search. It is reported that proposed method has negligible influence on compression efficiency (0.0%, -0.1% and 0.0% on video, synthesized view, coded and synthesized view respectively) when compared with JCT2-A0098 and HTM-4.0.1.
This proposal has negligible impact on coding efficient and only 2% reduction in decoder complexity on random access configuration. Results on intra-only configuration may show greater benefit.

The method would need to be further tested considering simplifications of DMM 3 adopted at this meeting.

Further study in CE.

JCT3V-B0215 3D-CE6.h: Cross-check of JCT3V-B0064 on Depth Modeling Mode (DMM) 3 [X. Zheng, Y. Lin (Hisilicon)] [late]

JCT3V-B0122 3D-CE6.h related: Complexity Reduction of DMM Mode 3 [Yunseok Song, Yo-Sung Ho (GIST)]
This proposal describes a complexity reduction method for DMM mode 3. By applying a 1-D 3-tap difference filter, four difference points are acquired. Rather than full search, six patterns, representing each orientation, are searched where start/end positions are difference points. The proposed method was implemented on HTM-4.0.1. Simulation results show 3.1% decoder complexity reduction while maintaining performance.

Similar to B0064, the method would need to be evaluated in the all-intra configuration and should be evaluated with respect to other DMM 3 simplifications.
Further study in CE.
4.6.4 Conclusions

5 Non-CE technical contributions

5.1 3DV standard development and software
5.1.1 AVC related
5.1.2 BoG report
JCT3V-B0041 MVC corrigendum on sub-bitstream extraction process (for information) [Y.-K. Wang, Y. Chen (Qualcomm), A. Vetro (Mitsubishi)]

Handled as MPEG video document
JCT3V-B0055 AHG7: Comments on MVC+D [Y. Chen, Y.-K. Wang (Qualcomm)] [late]

This document proposes a change to the semantics of applicable_op_num_views_minus1[ i ][ j ], for clarification of the relationship with the syntax element applicable_op_num_depth_views_minus1[ i ][ j ] adopted at the previous JCT-3V meeting.

In MVC+D, the texture view and depth view with the same view_id may have different view dependencies, which are specified in two sequence parameter set MVC extension syntax tables. Thus, the number of texture views and the number of depth views needed for the decoding a particular 3DV operation point identified by a set of target output views may be different. At the previous JCT-3V meeting, it was agreed that in 3DV the number of texture views to be decoded is signalled by the existing syntax element applicable_op_num_views_minus1[ i ][ j ], and the number of depth views to be decoded is signalled using a new syntax element applicable_op_num_depth_views_minus1[ i ][ j ]. The existing syntax element is signalled in the sequence parameter set MVC extension syntax table, and the new syntax element is signalled in the sequence parameter set 3DVC extension syntax table.

It is proposed to decouple the semantics for applicable_op_num_views_minus1 and applicable_op_num_depth_views_minus1 from the sub-bitstream extraction process.

Change semantics of applicable_op_num_views_minus1 so that it includes texture only. Claimed to be editorial improvement.

A participant asked why the dependency on the sub-bitstream extraction was originally included. Proponent answered that this part was not completely clear when the original text was developed. The proponent further remarked that the MVC sub-bitstream extraction itself is unclear and that it should be safe to remove the relation to sub-bitstream extraction.

A participant remarked that the first sentence in I.7.3.2.1.4 was unclear and that generally editorial improvements in annex I are desirable.

It was remarked that B0147 is related. B0055 would become obsolete, otherwise it can be accepted.
Revisit.

JCT3V-B0056 Editorial input for ISO/IEC 14496-10:2012/PDAM 2 MVC extensions for inclusion of depth (MVC+D) [Y. Chen (Qualcomm), A. Vetro (Mitsubishi)]
This input document provides editorial changes for the latest MVC+D working draft, as specified in JCT3V-A1001. 
1. Clarification of svc_extension_flag for NAL unit type 21
· Using reserved_zero instead of svc_extension_flag
2. Comment in the syntax table of Subset SPS

3. Non-VCL property of the NAL unit type 21 in Annex G or Annex H

· Change to non-VCL
4. Editorial improvements for the HRD section

5. Editorial improvements in definitions
· Added definition of 3DV operation point. Remark that further improvement is needed.

Support was expressed.

Decision: adopt JCTVC-B0056.
JCT3V-B0060 AHG2: Proposal on the reference software for MV+D [Ching-Chieh Lin, Fang-Chu Chen (ITRI)]

To be reviewed in plenary.
JCT3V-B0155 Samsung's Improved Nonlinear Depth Representation [I. Lim, J. Lee (Samsung)]

In this proposal, we modify the nonlinear depth representation (NDR) [1] adopted in the 3DV-ATM. The current NDR is prune to center disparity fluctuation. Because it checks just one time at the beginning of sequence and then on/off is fixed for the whole sequence. In this proposal, we make NDR more resilient to every frame by explicitly signalling frame by frame. The modified nonlinear depth representation was implemented and the test results shows -0.76% (decoded view) and -0.23% (rendered view) BD-rate in EHP Profile and -0.81% (decoded view) and -0.34% (rendered view) BD-rate in HP Profile when compared with 3DV-ATM ver. 5.1 r2 under the common test conditions [2] without the encoding and decoding time increase.
Average results of 0.23% for EHP and 0.34% for HP profile are reported.

Cross-checker support proposal.

For HP profile, proposal is non-normative, while for EHP profile signalling from SPS to slice header proposed. Possible other solution by including this into the depth parameter set.
Semantics in proposal needs improvement.
Suggestion to check for possible quality degradation.
Possibly study in CE.
JCT3V-B0186 Cross-Check of Improved nonlinear depth representation (3D-ATM) [Olgierd Stankiewicz (Poznan Univ.)]

JCT3V-B0187 Level limits in MVC+D [A. Vetro (Mitsubishi)]

The current specification of levels for the Multiview Depth Profile as defined in subclause I.10.2 of the draft simply references the specification of levels associated with MVC profiles defined in Annex H. While the texture and depth views may indeed be separately encoded MVC bitstreams, they are wrapped together with high-level syntax. The contribution suggests that they should form distinct conformance points. The main features of the proposed text are outlined as follows:

· Set the value of NumViews considering both texture views and depth views.

· Rather than specify PicSizeInMbs as the number of macroblocks in a single view component, a new variable TotalPicSizeInMbs it is specified as the total macroblocks in a picture, including both texture and depth view components. In this way, the resolution differences between texture and depth are easily absorbed into the level limits where appropriate.
· Clarify that the picture width and height constraints, expressed in terms of macroblocks, apply to each view component.
· Specify MaxDpbFrames in terms of resolution of texture view component. This assumes the texture view component always has a resolution that is greater than or equal to the depth view component. If this is not true, the proposed text should be revised to account for the worst case situation. It may also be desirable to specify a corresponding constraint on the bitstream.
It is also pointed out that in some parts of the draft text it is unclear whether parameters (e.g. bit rate) refer to texture and depth in combination.
The points of the contribution are well recognized and should be further elaborated in BoG.

BoG to report back with MVC+D draft 5 text (“Study of DAM” in ISO) (Thursday). Revisit
JCT3V-B0147 MVC+D: coding of unpaired MVD data [Payman Aflaki, Dmytro Rusanovskyy, Miska M. Hannuksela (Nokia)] [late]

This contribution proposes modifications to the MVC+D specification text, which enable coding of unpaired texture and depth views, so called un-paired MVD format. The proposed changes are limited to high-level syntax and semantics.
The proponent requested a presentation in the HLS BoG.
In a typical use case of unpaired MVD, a reduced number of depth views compared to the number of texture views are coded. This reduces encoding/decoding complexity and memory requirement while still provides the 3DV functionality for many use scenarios. This proposal evaluates two examples of such use cases. The simulation results show that for the tested use cases, the proposed un-paired MVD format outperforms the anchor MVD format by 7% of dBR for coded data and by 1-5% of dBR for coded/synthesized data. 

Revision 1 of the contribution contained a few bug fixes in the proposed syntax and semantics of the sequence parameter set 3DVC extension syntax structure.

The use case for using stereo texture with a single depth map was questioned. Proponents answered that devices exist that capture stereo texture with one depth map.

A participant asked what the advantage of using two textures with one depth map over using single texture and single depth is. Answer was that more flexible rendering was provided in a way that adjusting the view position along the one view while keeping the other view unchanged provides reasonably good stereo quality.

The contribution includes another use case that has three textures with two depth maps, the depth maps aligned with the leftmost and rightmost texture view. Experimental results with 2 texture views with 1 depth view are provided, measuring dBR on total bit rate and synthesis PSNR. The anchor for PSNR calculation is generated using 2 texture views and 2 depth views similar to CTC. Bitrate reduction reported for that case of rendering a view within 0-20% distance from texture/depth reference view (where 100% would be the distance between the left and right view). For larger distances, an increase in bitrate is reported.

In an alternative rendering test with the same coding configuration, the decoded depth map was first projected to the second texture position, and then conventional view synthesis with 2 textures and 2 depth maps was performed. Gains were reported for a rendering range 0-50% in that case.

Rendered sequences are available for viewing during the meeting.

The proposed high-level syntax changes were reviewed. 

The syntax table of SPS MVC extension was removed and the content was integrated and changed in the SPS 3DVC extension. For each view, two separate flags indicating whether the presence of texture or depth, are further introduced. 

In this proposal, the view dependencies are signaled only for depth as part of SPS 3DVC extension. In current annex I the view dependencies of depth are only signaled in SPS MVC extension. 

The view dependencies of texture are still signaled in the SPS MVC extension. 

Question was asked if the number of views and the extraction process were decoupled. The answer was yes, the change was similar to the change in B0055, but some details of the changes were different.

Question was asked if the texture_view_present_flag was necessary. Answer was that a view_id is associated with a camera location, thus if texture and depth view have the same view_id, then the same camera position is assumed. Proponent said that in some applications there may be depth maps without aligned texture, which was said to be the reason why presence of texture and depth are indicated by separate flags.

It was remarked that a restriction on alignment of texture and depth view components having the same value of view_id is not relevant from the perspective of the decoding process. However the definition of some SEI messages may have an implicit assumption of this alignment. It was remarked that in the current spec the camera parameters can be signaled separately for texture and depth view, but there may be an issue that it is not clear how the units in the camera parameters for texture and depth are related.
(follow-up discussion in plenary: it is suggested to enable separate camera parameters for texture and depth for this case – to be further discussed in BoG)
Changes of DPB operation are proposed. Instead of handling DPB for texture and depth together, they are handled separately. The proponent clarified that the level would apply for both texture and depth.

Change to bumping process: If both texture and depth view components are present, they are bumped out at the same time.

Question was asked whether operation under CTC configuration would be changed. Answer was that DPB bumping would be changed, no other changes below SPS parsing level.

The syntax design was commented to be in a decent quality. Some details need to be clarified.

Was again discussed in JCT-3V plenary.
Results are shown in terms of bit rate reduction, but it is not clear what the effect on quality would be.

Main argument is that de-coupling video and depth would enlarge the scope of applications, e.g. with Kinect camera where the depth map would not be associated with any of the two views.
Several experts support the idea, but it is requested to organize a viewing session to make a showcase about the benefit.
Revisit: Likely to adopt the proposal, provided that independent experts confirm the quality from subjective viewing, BoG to finalize the issue of separate camera parameters.
JCT3V-B0150 3DV-ATM: Simplified Calculations of Disparity [Lulu Chen (USTC), Dmytro Rusanovskyy, Miska M. Hannuksela (Nokia)] [late]

3DV-ATM consists of several tools that utilize disparity information within a coding loop. Current solution for conversion of a depth map value to a disparity value is implemented with floating point arithmetic and requires transmitting of several camera parameters. In this proposal we propose to 3DV-ATM integer (fixed point) arithmetic calculations for this conversion. Simulation results show that proposed scheme does not penalize the compression efficiency of the current scheme. A slight improvement is observed for GT_Fly sequence.
Simplification of depth to disparity conversion, as used by 3D-HTM. No changes in coding results (<0.03).

One expert asked about floating point parameters, still being in the proposal.
Suggestion to use the same structure as in HTM, integer part of the proposed VSP parameter structure for the decoding part, floating point for the SEI messages (I.e. integer-precision values)
Tetantive adoption, revise WD text
JCT3V-B0152 3DV-ATM: Advanced Disparity Processing [Lulu Chen (USTC), Dmytro Rusanovskyy, Miska M. Hannuksela (Nokia)] [late]

In this document, we propose to enable in 3DV-ATM a mixed depth map/disparity map coding. Simulation results show proposed that this type of coding is beneficial some of test sequences in CTC set, gain of 0.3% of dBR on average for synthesized results is observed.  Changes required to support this mode are limited to the encoder side algorithm and to high level of decoding operations.

Gains for natural sequences are reported, while losses for CG sequences (GT_Fly, UndoDancer) are reported.
Question about high-precision depth data. Decision for coding depth or disparity is done on frame level. Results may be sequence dependent.
Possibly usage of depth representation SEI message.
Depth maps are normalized disparity values in the range [0…255].

Similarity to non-linear depth representation.
Decision: Study in CE?
5.1.3 HEVC related

JCT3V-B0037 MV-HEVC: Vertical length restriction of inter-view vector for HEVC simple 3D extension [O. Nakagami, Y. Takahashi, T. Suzuki (Sony)]

This contribution proposes vertical length restriction of inter-view vector in order to reduce decoder complexity. It is believed that it makes decoder implementation easier regarding motion compensation process without any significant coding performance loss because most 3D sequences are captured by horizontally settled cameras and are rectified before encoder input. It is proposed to define as profile restriction for HEVC simple 3D extension.

It is also asserted that the proposed restriction enables low latency decode. With the restriction, decoders can start to decode a depending view picture on decoding the corresponding base view picture. Thus, the proposal suggests a parallelization tool for simple 3D.

It is reported that experimental results with the restriction value 8 show 0.1% and 0.01% BD-rate increase in the average of the common test condition sequences and of additionally tested commercial stereo contents, respectively.
One expert mentions that a similar approach is included in MVC via parallel decoding information SEI, which would also support low delay.

In terms of reducing worst-case decoder complexity, it would only help if a restriction is made that at most one of the prediction references is a temporal reference. It would help for parallel processing of different views with low delay.

Restriction on bitstream conformance (not using syntax elements) seems to be beneficial to support parallel decoding and is supported by several experts.

In real applications, HE-MVC might need to encode video from non-rectified cameras – further study necessary what amount of vertical restrictions would be useful. We would not intend to define an HE-MVC profile only for rectified cameras. 

Decision(SW): Include configuration parameter for restricting vertical disparity to facilitate further study (not in CTC). AHG?

JCT3V-B0119 MV-HEVC: cross-check of Vertical length restriction of inter-view vector for HEVC simple 3D extension (JCT3V-B0037) [Tomohiro Ikai, Tadashi Uchiumi (Sharp)] ]late]
JCT3V-B0087 3D-CE5.h related: Constrained DV for inter-view data access [Yi-Wen Chen, Jian-Liang Lin, Yu-Wen Huang, Shawmin Lei (Mediatek)]

In the HEVC-based 3D video coding, HTM 4.0.1, a derived disparity vector (DV) is used to locate the corresponding block in the neighboring view picture for the inter-view motion prediction and inter-view residual prediction. Considering that the input data is rectified to avoid misalignment of camera geometry, the vertical component of the DV used for inter-view residual prediction is restricted to zero. However, the vertical component of the DV used for inter-view motion parameter prediction is not restricted to zero. In this contribution, we proposed to restrict the vertical component of the derived DV for inter-view data access to zero for unification and simplification. The experimental results reportedly show that the proposed scheme brings no BD-rate changes for overall results.

One expert supports constraint for vertical disparity component to 0. Same action, as B0037.
JCT3V-B0195 3D-CE5.h related: Cross-check of constrained DV for inter-view data access (JCT3V-B0087) [Y. Takahashi, O. Nakagami, S. Hattori, T. Suzuki(Sony)] [late]

JCT3V-B0112 3D-CE5.h related: Disparity vector restrictions [Tomohiro Ikai, Tadashi Uchiumi (Sharp)]

This contribution presents disparity vector restrictions for HTM4.0.1. In practical usage, base view and other views need to be decoded simultaneously. In the current scheme, the other view depends on the data of base view and the reference area of base view (the range of disparity vector) is not restricted.  In this contribution, the restriction of disparity vectors range is proposed. The proposal consists of two parts.  The first one clips the disparity vector to restrict the reference image area. The second one clips to the internal disparity vector to restrict the area of base layer’s motion information, at inter-view vector candidate derivation process. It is reported both restrictions doesn’t affect RD-performance. 
The second part is similar to the restriction proposed in JCT3V-B0087.
In addition to disparity vector restriction, also motion vector restriction is suggested. Same action, as B0037.
JCT3V-B0174 3D-CE5.h cross check on disparity vector restrictions of Sharp (JCT3V-B0112) [Jin Young Lee (Samsung)] [late]

JCT3V-B0113 3D-CE5.h related: Restricted motion vector coding for inter-view prediction [Tadashi Uchiumi, Tomohiro Ikai (Sharp)]

This contribution presents a motion vector coding tool for inter-view prediction for HEVC-3V, which is related to CE 5. The proposal introduces a restriction on inter-view vectors and discards the vertical motion vector difference (mvd) if the restriction is applied, considering sequences which are produced with 1-D camera arrangement and the vertical disparity is always zero. The simulation result reports this restriction decrease encoding complexity and there are coding gains about 0.4 % compared to encoder only restriction in sequences generated with CG.
Overall, the method has losses of 2.4%. Same action, as B0037.
JCT3V-B0197 3D-CE5.h related: Cross-check of restricted motion vector coding for inter-view prediction (JCT3V-B0113) [Y. Takahashi, O. Nakagami, S. Hattori, T. Suzuki(Sony)] [late]



JCT3V-B0046 AHG5: MV-HEVC software for HTM [L. Zhang, Y. Chen, J. Kang (Qualcomm)] [late]

The current HTM software doesn’t contain an MV-HEVC software branch/configuration. The current HTM software only supports 3D-HEVC, although there are macros in the software that could be used to turn off advanced coding tools, such as inter-view motion/residual prediction, to hypothetically simulate MV-HEVC for the purpose of e.g., roughly evaluate the performance of MV-HEVC. The MV-HEVC software as a branch of HTM is helpful for the evaluation of the MV-HEVC proposals and facilitates the MV-HEVC standardization procedure, including the conformance test at a later stage. Therefore, a software branch is provided to align the MV-HEVC working draft with minor encoder/decoder changes. This software branch can be easily configured as part of the HTM software.
Suggestion to use encoder configuration instead of macros and keep one branch.

Revisit after software coordinator side activity.
Discussion on reference picture list modification during HLS BoG. Currently the inter-view reference picture is always appended at the end of the list. Proposal to signal the position. Claimed to safe bits for signaling reference picture list reordering commands.

In a revision of the document, a suggested syntax and changes to the decoding process are proposed. For layers with layer_id>0, the reference picture list position for the inter-view reference pictures is sent. Compression performance results compared to explicit reference picture reordering are presented. Around 0.3% savings on dependent views.

The syntax element inter_view_ref_start_position could alternatively be placed in the slice header extension. The proponent remarked that the advantage of the current syntax proposal has a more logical parsing order (i.e. reference picture list construction first, followed by reference picture list modification), however that is not a hard constraint. It was remarked that putting the element into the slice header extension could be more flexible in terms of future extensibility and unification with a potential SHVC design.

In terms of decoder processing, the proposed approach may not be benefit although not explicit reordering is necessary, because additional operations in the conventional reordering process are necessary. The main benefit of the proposal is the coding efficiency gain of around 0.3% on the dependent views, and 0.08% total bitrate under common test conditions. The proponent remarked that the bitrate savings may be larger if multiple slices were used. Also it was clarified that several modifications result in these numbers, and it is not completely clear how much was contributed by the proposed change in the reference picture list construction.

Disadvantage is the change in the reference picture list construction process. Also, the slice header parsing is being made dependent on the value of layer_id. That concern may be addressed by inserting the flag into the slice header extension.

An alternative solution would be would be to change the reference picture list construction process so that the inter-view reference picture is always at the end of the list after reference picture list initialization. Currently the inter-view reference pictures may not be and the end of the list after the reference picture list initialization.

The existence of the addressed problem was acknowledged. An opinion was expressed that the potential solutions should be further studied.

Further results for the proposed method were requested.

Revisit subject to availability of further results.


JCT3V-B0181 AHG5: Cross-Check of MV-HEVC Software for HTM [Krzysztof Wegner (Poznan Univ.)]
5.2 Conformance specification

JCT3V-B0032 AHG12: Proposal on the interlace texture plus interlace depth conformance stream [Ching-Chieh Lin, Fang-Chu Chen (ITRI)]

Reviewed in BoG
JCT3V-B0067 AHG12: On conformance testing of the MVC plus depth extension of AVC [T. Suzuki, S. Hattori (Sony), D. Rusanovskyy (Nokia)]

Reviewed in BoG
JCT3V-B0219 BoG report on conformance testing of MVC+D [T. Suzuki]

· WD text was drafted
· Responsibilities assigned (copy from report)
· Plan for bitstream generation and cross-check (copy from report)
· Current plan to use both software packages (JM and JMVC) – one should be defined as reference.
· Need to clarify the site for bitstream exchange (revisit)
5.3 Clarification and bug fix issues

5.3.1 AVC related

none.

5.3.2 HEVC related

none.

5.4 Test model settings and common test conditions

5.4.1 General

5.4.2 AVC related

5.4.3 HEVC related

JCT3V-B0123 Throughput Improvement on CABAC for Depth Videos with Modified Level Coding [Jung-Ah Choi, Cheon Lee, Yo-Sung Ho (GIST)] 

To be reviewed
JCT3V-B0160 Enabling CU early termination(ECU) at depth coding in common test conditions [I. Lim, J. Lee (Samsung)]
To be reviewed
JCT3V-B0207 Cross-check on enabling CU early termination(ECU) at depth coding in common test conditions of Samsung (JCT3V-B0160) [E. Son, J.W. Jung, S. Yea (LG)] [late]

5.5 Test model coding performance

5.5.1 General

5.5.2 AVC related

5.5.3 HEVC related

JCT3V-B0145 HTM 4.0 Coding Performance Evaluation [Sehoon Yea, Jaewon Sung (LGE)]
5.6 Source video test material

5.7 High-level syntax related contributions 
5.7.1 MVC related

5.7.1.1 Sequence parameter set

5.7.1.2 HRD and bitstream extraction

JCT3V-B0040 Specification of stereoscopic texture sub-bitstreams in MVC+D [A. Vetro (Mitsubishi), Y. Chen (Qualcomm)]

This document proposes that the specification of the stereoscopic texture sub-bitstream be comprised of a base view and any non-base view, if the decoding of this non-base view does not depend on any other non-base view. The current specification of the stereoscopic texture bitstream limits the non-base view of the stereoscopic to a specific value of view order index (VOIdx). It is asserted that this limitation is too restrictive and the specification should allow for the stereoscopic sub-bitstream to be formed from other views that have different values of VOIdx.
Remove constraint that VOIdx of dependent view is equal to 1 after extraction of 2-view sub-bitstream.

Question was asked if the resulting bitstream could be compliant with Stereohigh Profile of Annex H. It was answered that the VOIdx is derived in decoding process and may contain gap in terms of the values for VOIdx, thus it could comply with stereo high profile.

Support for the proposal was expressed.
BoG recommends to adopt the proposal.
Decision: Adopt
5.7.1.3 Slice header

5.7.1.4 Depth range signaling 
5.7.2 HEVC related

5.7.2.1 NAL unit header

5.7.2.2 Parameter sets
JCT3V-B0062 VPS design for multi-view extension [B. Choi, J. Park (Samsung)]
This contribution proposes VPS designs to support a more flexible inter-view prediction and a multi-standard extension. In the first design, different reference layers are assigned for anchor pictures and non-anchor pictures. The proposed syntax changes enable at least the same degree of freedom of inter-view prediction as H.264/MVC. In the second design, a flag is signalled to indicate whether a base layer (or other layers) is compliant with a HEVC decoder or not. If a base layer (or other views) is compatible with an AVC decoder, the profile and level information for AVC view are signalled in vps_extension for session initialization and negotiation. Additionally, for easy manipulation of heterogeneous bitstreams in network elements, NAL units of a H.264/AVC base view are encapsulated by HEVC NAL unit headers.
The first aspect of proposal is to signal the view dependency separately for RAP and non-RAP picture. The claimed advantage includes potential coding efficiency. There were several proposals in JCT-VC related to this proposal. 

Another potential advantage of having different view dependency is to have optimized bitstream extraction, as it is done in the multiview extension of AVC. However, this optimized solution is considered to be potentially problematic. 

A multi_standard_flag is proposed to indicate multi-standard. It was suggested this aspect shouldn’t belong to MV-HEVC or 3D-HEVC.

JCT3V-B0162 Samsung 3DV-AVC HLS on depth acquisition type [S. Lee, S. Lee, H. Wey, J. Lee (Samsung)]
This contribution proposes a modification on the depth acquisition information SEI message and a definition of depth acquisition type which specifies depth map generation method. The proposed depth acquisition type includes three kinds of acquisition method: extraction from 3D graphics, estimation from texture data and measurement using depth camera. Since the characteristics of depth information are different according to how it was generated, this contribution proposes to define depth acquisition type as a part of the depth acquisition info SEI message. 
A syntax element depth_acquisition_type is added into the SEI message. The defined types include 1) 3D graphics data, texture data, and depth cameras. 

Different types of the content may correspond to different post filtering types, thus some post-processing gain can be achieved by aligning the post filter with the content type.

Interest on the proposal was expressed, while the semantics of the depth_acquisition_type was commented to be unclear.
This proposal in general is interesting, and we encourage further study. The semantic is not clear thus the encoder is not clear how to set the value of depth_acquisition_type. 

In AVC, there is a post-filter hint SEI message, which contains post-processing filters. 

Syntax and semantics should be studied further. 
JCT3V-B0164 3D-HEVC HLS on depth definition [Shinya Shimizu, Olgierd Stankiewicz, Shiori Sugimoto, Hideaki Kimata, Krzysztof Wegner, Marek Domanski (Poznan Univ.)]
To be reviewed
5.7.2.3 Random access



5.7.2.4 HRD

5.7.3 AVC based 3DV

JCT3V-B0033 AHG7 3D-AVC: Loss Detection of Depth Parameter Sets [M. M. Hannuksela (Nokia)]


3D-AVC (JCT3V-A1002) uses depth parameter sets to convey information for the closest and farthest depth as well as parameters related to view synthesis prediction. While parameter sets enable loss-resilient transmission of parameters, for example through retransmission possibility, it is asserted in this contribution that 3D-AVC includes means to detect a loss of a depth parameter set. More specifically, if the depth_parameter_set_id value of the lost depth parameter set NAL unit has been used previously by another depth parameter set NAL unit, it is claimed that in such a case the decoder would continue decoding using the previously received depth parameter set NAL unit, which would be likely to result into clearly visible artifacts. This contribution proposes a parameter set loss detection approach based on constraints on depth_parameter_set_id value assignment.

It was mentioned that the max_dps_id can be hard coded and the max_dps_id_diff can also be hard coded. 

The advantage of marking the DPS as unavailable is for the decoder to detect the loss the DPS. The decoder may take actions to compensate the loss, e.g., request re-transmission of the DPS, or stop view synthesis until the next random access point. 

A question was asked whether the DPS id is always incremental (e.g., by 1). The proponent answered this is not a necessary assumption, but may be typical. 

It was commented that the text may look complicated. 

It was asked whether the technique has a problem in bitstream splicing. The answer was that the IDR as the beginning of the bitstream corresponding a reset of the status of DPS values.

The whole proposal can be an encoder constraint. 

A suggestion was made that such information conveyed in an SEI message. When such an SEI message is present, the decoder can (optionally) operate as described in this proposal, including the marking of the DPS status and potential loss detection of DPS.

Decision: adopt this proposal as a new SEI message. 
5.7.4 SEI messages

JCT3V-B0063 View dependency change SEI message [B. Choi, J. Park (Samsung)]
HEVC related 
To be reviewed.
JCT3V-B0142 MVC+D: On the 3D reference displays information SEI message [Steffen Kamp, Matthias Narroschke, Thomas Wedi (Panasonic)]
An extension to the 3d_reference_displays_info SEI message is proposed for the MVC Extension for Inclusion of Depth Maps, which allows the explicit coding of the view_id values of the preferred views as part of a reference display configuration. If view_id values for both left and right view are coded for a reference display configuration in the modified SEI, no camera baseline is coded as part of the reference display configuration, making it semantically independent of the depth_acquisition_info SEI message. The explicit signalling of either both view_id values without camera baseline or one view_id value in combination with a camera baseline can be used by decoders and rendering devices to decide which camera positions should be preferred when choosing a stereo pair. Additionally, a modification of the syntax of the horizontal shift parameter and a bug fix of its semantics are proposed.
The first aspect of the proposal is to enable a case wherein 3d_reference_displays_info SEI doesn’t depend on depth_acquisition_info SEI.
One claimed problem was that 3d_reference_displays_info SEI depends on the depth_acquisition_info SEI. 

If view synthesis is expected, 3d_reference_displays_info SEI needs the information of depth_acquisition_info SEI. 

Buffering period SEI message is depended by picture timing SEI. 

Not having the dependency seems to have some advantage of not conveying depth_acquisition_info SEI, which provides saving of the bits needed for depth_acquisition_info SEI message. 

The proposal still enables the case when the 3d_reference_displays_info SEI depends on depth_acquisition_info SEI message.  

Another claimed problem is less control of suggested stereo views. 

The current SEI message only specifies the baseline distance, but not the starting position of the left/right view. The operation point specifies which views are used for output. It might be useful to associate the operation point information to the starting position of the left/right view.

It sounds to provide more flexibility, although the advantage of it is not clear.

Related to other proposals, 0178.

No action at this point – further study may be useful. 

The second aspect of the proposal is related to the range of the horizontal shift. The proponent claims that the range is a too small, since the current range is [-128, 127] in the unit of pixels. 

10 bit sounds sufficient for even 4K sequences. 

BoG recommends to: change u(8) to u(10) for the syntax element specifying the horizontal shift (num_pixel_shift) and add one extension flag to support more flexible use cases in the future.  
Decision: Adopt the second aspect and add extension flag as suggested by BoG

S. Kamp will provide text - Revisit
The third aspect of the proposal is related to the scaling of the horizontal shift based on the baseline.

The linear scaling doesn’t sound to be optimal for some scenarios. 

To allow the SEI to be present in non-IDR access unit can be an alternative solution, since the shift can be explicitly sent when needed. 

There was some reservation on removing the scaling in the current note. 

No action at this point – further study necessary.
JCT3V-B0178 MVC+D: Enhanced 3DVC reference displays information SEI message [Yin Zhao, Lu Yu (Zhejiang Univ.), Andrey Norkin (Ericsson)]

The 3DVC reference displays information SEI message, adopted in JCT3V-A0163, specifies the baseline for one or more reference displays. This proposal suggest further including view information that explicitly defines a pair of views corresponding to the reference baseline, which helps 1) avoid window violation and 2) maintain image quality of the presented stereo-pair.

One expert mentions that it would be relatively simple to detect the window violation at the decoder. Further, if an SEI message is used, it is assumed that the encoder has some mechanism to identify the problem. Would it be an alternative solution to send an SEI message with minimum and maximum disparity that would be allowed. It is likely to be display dependent.
In general, it would be expected that content is produced in a way that such problems do not occur. 

However, if it is detected after capturing, this could be a relative simple way to signal and heal the problem.
Substantial amount of syntax that would be added in the SEI message.
It does not seem to resolve all cases of window violation (even though that may not be achievable)

No action at this point – further study may be useful.
5.8 Other technical proposal contributions
5.8.1 HEVC related

JCT3V-B0105 3D-HEVC: Reduced resolution update mode for 3D video coding [Shiori Sugimoto, Shinya Shimizu, Hideaki Kimata]
This contribution proposes a consideration of Reduced Resolution Update (RRU) techniques as methods for 3D video compression. The RRU coding mode is done by encoding residuals at reduced resolution, while performing prediction using full resolution references, which allows also the final image to be reconstructed at full resolution. Such a reduced resolution residuals need to be up-sampled before used for the reconstruction of the final image. Our proposal is an enhancement of up-sampling and reconstruction performance based on the high correlation between the texture and the depth map signal. Here we investigate their use in depth map coding. In this proposal, a primitive coding design using weighted mode filtering with its own prediction information and corresponding texture signal is reported. BDR gains of 0.4% on the average and 0.8% on the maximum are observed for synthesized only and coded + synthesized cases respectively under common test conditions.


Bilinear downsampling, weigthed mode filter (non-linear) for upsampling.
Gain is reported 0.4% for coded views, 0.8% for synthesized views.
Related: B0183, which downsamples the depth map entirely (for coding, not only in reference memory). 
JCT3V-B0130 Inter-view SAO process in 3DV coding [Taesup Kim, Jin Heo, Sehoon Yea (LGE)]
In the current 3DV coding scheme [1], SAO process is modeled to independently implement on each view. Although some common properties between neighbored views could be observed, each view’s SAO parameters are derived and signaled without any sharing action between neighbored views. To understand and utilize these correlations between neighbored views on SAO process in the 3DV coding, this contribution presents an approach for SAO process in the 3DV coding to remove SAO parameters’ redundancies by sharing information between neighbored views that reportedly shows around 1.5% gains on dependent views.
The proposal is two-fold:

Part 1 proposes a simple inter-view SAO process, where SAO parameters are shared between neighbored views without any additional process.

Part 2 proposes an inter-view SAO process with global disparities. Here, global disparity information is derived from the encoder side with a block-based SAD matching method, and only horizontal disparity value is considered.
Gains of 1.5% on dependent views, average gains of 0.4%.
Change of signalling of SAO parameters: In HM8.2 SAO parameter is signalled on CTU level, while in HM6.1 SAO parameters were signalled on picture level. This may be relevant for the contribution.
One expert expressed, that the encoder behaviour is completely changed. 
There were concerns about seeing this proposal for the first time and imposing significant changes.
There was a question, whether the gains will still be maintained with newer HM-version.
Revisit, possibly investigate within CE?
JCT3V-B0110 Cross check report of JCT3V-B0130 on SAO [Shinya Shimizu, Shiori Sugimoto (NTT)] [late]
JCT3V-B0220 Cross check on inter-view SAO process of LG (JCT3V-B0130) [?? (??)] [late] [miss]

JCT3V-B0134 Weighted prediction in 3D Video Coding [Jiwook Jung, Hongbin Liu, Jie Jia, Sehoon Yea (LGE)]
In this contribution it is proposed that WP (Weighted Prediction) be enabled both for the base and the dependent views with a provision that disables it for disparity-compensated prediction candidates. In addition, inheritance of weighted prediction parameters for a dependent view from the base view is proposed. A flag indicating whether WP parameters on the dependent view will be inherited from the independent view is introduced in the slice header.
For the simulation, fading sequences have been created with fade in and fade out. Total gains of 2.3% were reported for texture-only coding.
Proponents shall show results for the standard (not-faded) test set to confirm, that no penalty is imposed.
Other syntax elements in slice header can also be inherited

Inheritance of weighted prediction parameters to be discussed in HLS breakout.
No action.
JCT3V-B0198 Cross-check of weighted prediction in 3D Video Coding of LGE (JCT3V-B0134) [S. Yoo, D. Sim (Kwangwoon Univ.)] [late]

JCT3V-B0161 Depth deblocking filter for HEVC based 3D video coding [K.-J. Oh, J. Lee, D.-S. Park (Samsung)]
Modifications on boundary strength and threshold table for depth deblocking filter are proposed to improve coding efficiency. It achieves up to 0.5% and average 0.2 % coding gain.

The current HEVC based 3D uses VSO to optimize the relation between depth bit-rate and rendering quality. Thus, excessive deblocking filter can degrade rendering quality and increase the depth bit-rate. In this proposal, the depth deblocking filter is enabled with simple modification. The depth deblocking filter becomes weak by changing the boundary strength and threshold table for filtering process. 
Average coding gains of 0.1% reported.
One expert questioned, whether two different deblocking filters (i.e. for video and depth) are desirable.
Decision: Study within CE.
JCT3V-B0128 Cross-check report of JCT3V-B0161 depth deblocking filter for HEVC based 3D video coding [Eunyong Son, Jin Heo, Sehoon Yea (LGE)]
JCT3V-B0183 3D-HEVC with reduced resolution of depth [Krzysztof Wegner, Olgierd Stankiewicz, Marek Domanski (Poznan Univ.)]


This contribution presents a proposal of enhancement of 3D-HTM test model software allowing encoding with reduced resolution of depth. Experimental results are provided and show gains of about 7% related to current CTC for synthesized views. The 3D-AVC Test Model successfully exploits possibility of subsampling depth data by the factor of 2, which substantially increase compression efficiency. The same concept can be applied to 3D-HTM.
Main problem: Current HTM assumes same size of texture and depth in the derivation of partition and motion parameters
No rate saving appears for coded views, as the depth bit rate is not counted
To some extent, the delta rate in synthesized views reflects the total saving in bit rate. Some CEs (particularly CE1 on VSP) use a different approach in computing the texture PSNR (as it requires depth maps).

Potentially, the fact that original-size depth maps are used in 3D-HTM could be one of the explanations why VSP is successful in 3D-ATM, but not so much in 3D-HTM.
The investigation did not use CTC (VSO was off)
Establish CE on reduced-resolution depth maps (also AHG?)
5.8.2 AVC related

JCT3V-B0129 3DV-ATM: Adaptive directional depth map smoothing and structure based hole filling for in-loop view-synthesis based inter-view prediction [C.-F. Chen, G. G. Lee, I-S. Chen (NCKU/ITRI), C. Cui, Y. Huo (ASTRI), J.-Y. Hu (NCKU/ITRI)] [late]

This proposal presents an adaptive directional depth map smoothing and structure based hole filling to generate a virtual view for in-loop view-synthesis based inter-view prediction. The proposed depth map smoothing algorithm is based on the edge direction in local region adaptively to smooth sharp depth transition region and preserve the depth quality at non-hole regions to prevent serious image distortion. The proposed structure based hole filling method builds the structure according to neighboring information which is in both spatial and temporal domain to fill the holes. The result is summarized as follows. Since the proposed technique would not modify the depth data, the coding result of texture data and synthesized data are concerned. Although there is 0.08 % DB-rate increasing on texture data, 0.26% BD-rate increasing on synthesized data and 35% decoding time increasing in average; however, for the full-HD video, there is 0.33% BD-rate decreasing on texture data, 0.06% BD-rate decreasing on synthesized data and 30% decoding time increasing in average.
No results shown on GT fly

Compared a kind of new forward VS (and based on depth map postprocessing)

On average, small loss.



5.9 Alternative depth formats

JCT3V-B0058 AHG8: Report on Exploration of Global View and Depth Format and Current 3D Video Standardization Tracks [T. Senoh, Y. Ichihashi, H. Sasaki, K. Yamamoto(NICT), M.Tanimoto, K. Suzuki(NISRI)] [late]

This contribution reports on the following mandate of AHG8, which is
•Explore the relation of Global View and Depth format and current 3D video standardization tracks.
The relation between them is a compensational approaches each other. Current 3D video standardization tracks are integrating multi-view and depth tools in the macroblock level. This approach can realize generally high coding efficiency (high quality) with rather high complexity. (High Efficiency Profile). Global View and Depth format is integrating multi-view and depth tools in the frame (slice) level. This approach can realize generally fast coding/decoding process (Low Complexity Profile) with reasonable coding efficiency (subjectively good quality). Warp is also categorized in the Low Complexity Profile. 
It is still necessary to encode a depth map, but the interpretation for rendering is different, which needs to be signalled by metadata (e.g. VUI).

It is claimed that the method is less complex, but this comes mainly due to the fact that it is recommended not to use inter-view dependency in depth map coding. It would therefore be simpler than the MVC-plus-depth extension, which uses MVC for depth.

Further, it is noted that using of MVC for depth maps would not be more complex than simulcast. An MVC encoder could be run in a mode where it is ignoring dependencies, such that it would not  be more complex than simulcast.
The proponent claims that an MVC decoder would be 20x slower than AVC simulcast, but there is considerable doubt about this claim.

Conceptually, could this also be done as MPEG-C part 3 extension?

JCT3V-B0075 Technical Description of GVD (Global View and Depth) 3D Format [Kazuyoshi Suzuki, Masayuki Tanimoto (NISRI), Takanori Senoh (NICT)] [late]

This contribution describes a data format for 3DV coding besides AVC-based or HEVC based. The proposed data format is a Global View and Depth (GVD).

The method is said to be non-normative (alternative method of view synthesis). The hole mask is generated at the decoder side again. However, during the discussion it appears that something needs to be signalled additionally. A specification of the meaning of this type of depth and video data is needed.
Further study.
JCT3V-B0059 AHG8: Proposed Draft Amendment on Signaling of Alternative 3D Format in ISO/IEC 14496-10 (ITU-T H.264) [T. Senoh, Y. Ichihashi, H. Sasaki, K.Yamamoto(NICT), M. Tanimoto, K. Suzuki(NISRI), N. Stefanoski(DRZ)] [late]

This contribution proposes a solution for one of mandates for AHG8, which is

- to investigate possible signaling methods required to identify the type of 3D data format (e.g. global view/depth, warp) and to interpret such decoded 3D data by non-normative processing after decoding.
The solution proposes a new NAL_unit_type =24 for ISO/IEC 14996-10 (ITU-T H.264).

The insertion of one byte header including this NAL unit type and the following one byte flag identifies the alternative 3D format stream from the other streams conforming to ISO/IEC 144996-10 (ITU-T H.264).

It is claimed that an ordinary AVC decoder would be able to decode, but how would that be possible if a new NAL unit type is used that is unknown to the decoder?
Exactly the same could be done by using the AVC plus depth extension, provided that the different meaning of the depth map and other necessary parameters would be signalled.

It is also suggested to encode camera parameters as text file, but the same could be done with existing camera parameters. The proponent claims that decoding the text description would be simpler than decoding a floating point number, which is not obvious.

The proposal also seems to suggest to signal the parameters as extension of the NAL unit header.

This seems to not follow some basic rules of the AVC design

To achieve the intended purpose, signaling of the meaning of depth data in VUI and re-using existing SEI messages for camera parameters and existing NAL unit types would be a more simple and straightforward solution.

Further study in AHG.
JCT3V-B0074 AHG8: New warp data for IDW-based view synthesis experiments [Nikolce Stefanoski, Aljosa Smolic (Disney Research Zurich)]

Image warps and view synthesis software were provided in JCT3V-A0003. In this contribution, new image warps are provided. Same as for JCT3V-A0003, warps are computed automatically with help of sparse disparities derived from available depth maps. It is reported that synthesis artefacts are reduced in the provided warp data in comparison to the warp data provided in JCT3V-A0003 (e.g. artefacts which are due to not aligned depth edges with texture edges).  This warp data is provided as a response to mandate 2 of the AhG8 on Alternative 3D Formats, i.e. warps are computed from depth data with the purpose to be used in experiments which explore similarities and differences between a view synthesis based on IDWR and DIBR.

This current method of warping uses a grid that is sub-sampled by a factor of 4. This is currently implemented by down-sampling (picking the samples from the decoded depth map.

General note: The MVC+D standard allows flexible down-sampling of depth maps (as their size is defined independent of the video – to be confirmed). AVC+D is using 2x2 subsampling, and 3D-HEVC is not using subsampling. The current implementations may not work otherwise due to the dependencies between video and depth. It would be desirable to get more flexible ratios of sub-sampling the depth maps.
JCT3V-B0077 AHG8: Proposal to compare synthesis quality of IDWR with VSRS-1D-Fast in a subjective test [Nikolce Stefanoski, Aljosa Smolic (Disney Research Zurich)]

In this contribution, a subjective test is proposed with to goal to assess the quality of IDWR in comparison to VSRS-1D-Fast. Test data consists of stereo sequences that are synthesized by IDWR and VSRS-1D-Fast. Only original not compressed warp and depth data is used for the synthesis with IDWR and VSRS-1D-Fast, respectively. To assess the relative quality of these two synthesis methods, it is proposed to conduct a test session during the JCT-3V meeting using a single stimulus method with 3 repetitions. This subjective test is proposed according to mandate 2 of the AhG8 on Alternative 3D Formats.

Viewing is planned for Tuesday afternoon. Revisit.

Viewing with the other method (global warp) was performed during last meeting (said to be included in last meeting’s breakout report JCTVC-A0172).
5.10 Non-normative contributions

JCT3V-B0030 3D-HEVC – Improvement of the rate control for 3D multi-view video coding [W. Lim, J. Yoo, H. Choi, J. Nam, D. Sim, Ivan V. Bajić (Kwangwoon Univ.)] [late]

To be reviewed
JCT3V-B0124 Analysis of View Synthesis Methods (VSRS 1D fast vs. VSRS 3.5) [Do-Young Kim, Woo-Seok Jang, Yo-Sung Ho (GIST)]
To be reviewed
5.11 Quality assessment

JCT3V-B0101 3D quality assessment materials generated from 3DVATM HP configuration [Dong Tian, Anthony Vetro, Dmytro Rusanovskyy] [late]

To be reviewed
JCT3V-B0140 Comments on 3D Video Quality Assessment in JCT-3V [Sehoon Yea (LG), Jincheol Park (Yonsei Univ.), Sanghoon Lee (Yonsei Univ.)]

To be reviewed
JCT3V-B0180 AHG9: Accuracy of 2D metrics for 3D video quality assessment [P. Hanhart, T. Ebrahimi (EPFL)]

To be reviewed
5.12 Withdrawn, unclear-category and missing contributions

JCT3V-B0043 Withdrawn

JCT3V-B0044 Withdrawn 

JCT3V-B0061 Withdrawn
JCT3V-B0076 Withdrawn
JCT3V-B0104 Withdrawn

JCT3V-B0154 Withdrawn

JCT3V-B0179 Withdrawn

JCT3V-B0182 Withdrawn
JCT3V-B0185 Withdrawn
JCT3V-B0196 Withdrawn

JCT3V-B0200 Withdrawn

6 Plenary Discussions and BoG Reports

6.1 Project development

6.2 BoGs

7 Project planning

7.1 General issues for CEs

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs, for example designated as CEX.A.a, CEX.H.b (where A stands for AVC and H for HEVC related 3D technology), etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using same software codebase, which should be based on either the ATM or HTM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCT3V-A1100.

A deadline of three weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-3V reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis. Exceptions must be justified, discussed on the general JCT-3V reflector, and recorded in the abstract of the summary report.

Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-3V output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-3V document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document JCT3V-A11xx for CExx, where "xx" is the CE number (xx = 01, 02, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-3V is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-3V members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

7.2 Common Conditions for 3D Video Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCT3V-A1100.

7.3 Software development 

ATM software:
Current availability: (see CTC), to be made publicly available without password protection

Version 5.0 (including only adoptions that affect CTC) should be available within 3 weeks after the meeting, and will be used for CEs. Version 5.1 (including all remaining adoptions)  is planned to be available 2 weeks later.

HTM software:

Current availability: (see CTC), already available without password protection

Version 4.0 (including only adoptions that affect CTC) should be available within 3 weeks after the meeting, and will be used for CEs. Version 4.1 (including all remaining adoptions)  is planned to be available 2 weeks later.

Note: It would be desirable in the future to make software integration of adopted tools more in parallel and use a bug tracking system (similar to JCT-VC practices).
It is to the discretion of the software coordinators to set up a time line for the integration and request proponents to finish integration by a given date (email to be sent to providers of software by 2012-07-20).

Integration Procedure & Guidelines

Integration is done in a serial way. Each integrator cross-checks the version provided by his predecessor.  The cross check for the last version is carried out by the software coordinators.

Integration Guidelines

When integrating 

· software changes should be enclosed by macros switchable by defines including company and proposal number e.g.

#define MYCOMPANYS_DEPTHFILTER_JCT3V_B0555  1

#if MYCOMPANYS_DEPTHFILTER_JCT3V_B0555
// do stuff

#endif

· new tools should be made switchable in the cfg-file if reasonable 

· cfg-files should be updated

Delivery of software

Before delivering the software to the next integrator it should be checked if

· the software compiles under windows and linux

· software compiles and delivers same results as previous version when integrated tools are disabled by macro or cfg-settings

· there are encoder-decoder mismatches

· there are memory leaks by measuring maximum memory consumption (or specific tools e.g. valgrind) is 

· visual quality is not disturbed

Additional to the software cfg-files that reflect proposed settings and an excel sheet with coding results should be provided. Software and cfg-files should be delivered by checking it in to the corresponding (HTM or ATM) software repositories. 

When software is delivered this should be announced to the reflector. Moreover, every further change on the software should be announced. If there is a delay in integration this should be communicated to the reflector. 

1.1 Cross check

For cross checking the same steps as described in section 3.2 should be carried out as soon as possible, but should not take more than five working days. Moreover it should be checked if integrated tools correspond to the adopted proposal. Results of cross check should be announced to the reflector. The result-sheet should be made available to the group. 

1.2 Procedure if cross check fails or planned delivery data cannot be held

If a planned delivery date cannot be held this should be announced to the reflector. 

If the crosscheck fails or the previous integrator has not delivered the software within 3 days or result sheet within 5 days after planned delivery date 

· the current integrator should integrate in the last cross-checked version

· the previous integrator falls back to the end of the integration plan

1.3 Software repositories 

1.3.1 HTM

HTM software can be checked in

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/
Therefore for each integrator an own software branch will be created by the software coordinator containing the current anchor version or the version of the previous integrator:

e.g.  branches/0.7-mycompany
The branch of the last integrator will become the new release candidate tag.

e.g. tags/0.8rc1

This tag can be cross-check by the group for. If no problems occur the release candidate will become the new tag after 7-days:

e.g. tags/0.8

If reasonable intermediate release candidate tags can be created by the software coordinator. 

1.3.2 ATM

An official release of the 3DV-ATM software can be check out by mpeg3dv SVN users from the following location:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/
Following every MPEG 3DV meeting, software coordinator creates a new branch for the integration of adopted proposals:
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/mpeg10X_post_integration/
Software integrator checks-out the software from integration branch at its turn of integration plan and integrates proposal as it is specified in Sections 3.1-3.2. 

Software integrator communicates a new software version over the email list to the cross-checker and to the software coordinator.

The software coordinator checks-in to the integration branch every new software integration with confirmed cross-check, as it is specified in the Section 3.3. 

Once the integration plan is completed, the software coordinator cross-check version available in the integration branch and checks-in a new official release of the 3DV-ATM to the http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/. 

1.4 Tentative List of CEs:

· CE1. View synthesis prediction 
· CE2: Illumination compensation 

· CE3: Inter-component  prediction 

· CE4: RD optimization 
· CE5: Inter-view/ motion prediction 
· 5.1 Motion/parameter prediction
· 5.2 Residual prediction
· Constrained disparity vector derivation?
· CE6: Depth intra prediction
· CE7: Alternative Depth Representation / Coding
· Reduced Resolution Depth Coding

· depth histogram adaptation (i.e. linear and non-linear depth representations)
· Depth de-blocking operations?
8 Establishment of ad hoc groups

The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-3V reflector (jct-3v@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-3V project management (AHG1)

(jct-3v@lists.rwth-aachen.de)

· Coordinate overall JCT-3V interim efforts.

· Report on project status to JCT-3V reflector.

· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	MVC+D / 3D-AVC Draft and Test Model editing (AHG2)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-A1001 MVC Extension for Inclusion of Depth Maps Draft Text 4 (WG11 14496-10 DAM2). 

· Produce and finalize JCT3V-A1002 3D-AVC Draft Text 3.

· Produce and finalize JCT3V-A1003 3D-AVC Test Model 3 Description.

· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-AVC Software Integration AhG to address issues relating to mismatches between software and text.
	M. Hannuksela, S. Hattori (co-chairs), Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	MV-HEVC / 3D-HEVC Test Model editing (AHG3)

(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-A1005 3D-HEVC Test Model Description draft 1.
· Produce and finalize JCT3V-A1004 MV-HEVC text specification draft 1.

· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-HEVC Software Integration AhG to address issues relating to mismatches between software and text. 
	G. Tech, K. Wegner (co-chairs), Y. Chen, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	3D-AVC Software Integration (AHG4)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the 3DV-ATM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver 3DV-ATM v5.0 software version and the reference configuration encodings according to JCT3V-A1100 based on common conditions suitable for use in most core experiments (expected within 3 weeks after the meeting).

· Prepare and deliver 3DV-ATM v5.1 software version with remaining non-CTC adoptions (expected within 2 weeks after v5.0).

· Perform analysis and reconfirmation checks of the behavior of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with MVC+D / 3D-AVC Draft and Test Model editing (AHG2)  to identify any mismatches between software and text.
· Prepare reference software related to JCT3V-A1001.

	D. Rusanovskyy (chair), J. Y. Lee, O. Stankiewicz, D. Tian (vice chairs)
	N

	3D-HEVC Software Integration (AHG5)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the HTM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HTM 4.0 software version and the reference configuration encodings according to JCT3V-A1100 based on common conditions suitable for use in most core experiments (expected within 3 weeks after the meeting).

· Prepare and deliver HTM 4.1 software that include additional items not integrated into the 4.0 version (expected within 2 weeks after the 4.0 software release).

· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

Coordinate with MV-HEVC Draft and 3D-HEVC Test Model editing AhG to identify any mismatches between software and text.
	G. Tech, L. Zhang (co-chairs), Y. Chang, K. Wegner (vice chairs)
	N

	3D Coding Tool Testing (AHG6)

(jct-3v@lists.rwth-aachen.de)

· Discuss and finalize CE work plans

· Study the Common Test Conditions and suggest possible changes
· Coordinate between core experiments when necessary.

· Report on status of core experiments.

· Prepare viewing for 2nd JCT-3V meeting.
	K. Müller, A. Vetro (co-chairs)
	N

	3D High level syntax  (AHG7)

(jct-3v@lists.rwth-aachen.de)

· Study the MV-HEVC/3D-HEVC design based on the latest HEVC draft w.r.t. NAL unit header, parameter sets, reference picture buffering, and HRD.

· Study high level syntax design extensions of AVC for 3DV functionalities. 

· Study the relations of ATM and HTM high-level syntax concepts, as well as high-level syntax design for hybrid architectures.

· Identify commonality of multi-view and scalable high-level extensions of HEVC.
	Y. Chen, T. Rusert, H. Schwarz (co-chairs)
	N

	Alternative 3D Formats (AHG8)

(jct-3v@lists.rwth-aachen.de)

· Explore the relation of Global View and Depth format and current 3D video standardization tracks.
· Study similarities and differences between the warp representation and existing depth/disparity representation as well as explore warp coding technologies (details in JCT3V-A0175).

· Investigate possible signaling methods required to identify the type of 3D data format (e.g. global view/depth, warp) and to interpret such decoded 3D data by non-normative processing after decoding.
	M. Tanimoto, T. Senoh, N. Stefanoski (co‑chairs)
	N

	JCT-3V 3D Quality Assessment (AHG9)

(jct-3v@lists.rwth-aachen.de)

· Study objective quality assessment metrics that would provide an accurate evaluation of synthesized views

· Provide software e.g. for computing such quality metrics that could be used for reporting on the evaluation of coding and rendering tools

· Recommend improvements to evaluation methodology  
	T. Ebrahimi (chair), A.Vetro, V. Baroncini (vice chairs)
	N

	Inter component dependencies (AHG10)

 (jct-3v@lists.rwth-aachen.de)

· Identify current inter component dependencies in the 3D-ATM and 3D-HTM designs  
· Evaluate the impact of these dependencies on the current designs.

	J. Jung, J. Lin (co-chairs)
	N

	3D Test Material (AHG11)

(jct-3v@lists.rwth-aachen.de)

· Identify deficiencies and limitations of current 3D video test material.

· Identify, collect, and make available a variety of additional 3D video sequences.

· Study the characteristics of test materials and their impact on coding performance, synthesis quality etc.
· Recommend appropriate test materials for use in 3D Video Coding Extension Development.
	T. Wiegand, S. Yea (co-chairs)
	N

	Conformance testing development (AHG12)

(jct-3v@lists.rwth-aachen.de)

· Prepare a set of conformance test streams related to the MVC plus depth extension of AVC (JCT3V-A1001) 

	T. Suzuki, D. Rusanovskyy (co-chairs)
	N


9 Output documents

The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

JCT3V-A1000 Meeting Report of 1st JCT-3V Meeting [J.-R. Ohm, G. J. Sullivan]

JCT3V-A1001 MVC Extension for Inclusion of Depth Maps Draft Text 4 [T. Suzuki, M. Hannuksela, Y. Chen, S. Hattori, G. Sullivan] (WG11 14496-10 DAM2)

Note: It was mentioned by the chair that work on software and conformance for this new amendment will be necessary, and it should be started from the next meeting.

JCT3V-A1002 3D-AVC Draft Text 3 [M. Hannuksela, Y. Chen, T. Suzuki]
JCT3V-A1003 3D-AVC Test Model 3 [M. Hannuksela, Y. Chen, T. Suzuki]
JCT3V-A1004 MV-HEVC Draft Text 1 [G. Tech, K. Wegner, Y. Chen, M. Hannuksela]
JCT3V-A1005 3D-HEVC Test Model 1 [G. Tech, K. Wegner, Y. Chen, S. Yea]
JCT3V-A1006 White Paper on State of the Art in 3D Video (Draft 2) [D. Rusanovskyy, K. Müller, A. Vetro, J.-R. Ohm]

JCT3V-A1007 Solutions considered for HL syntax hooks in scalable and 3D extensions of HEVC [Y.-K. Wang, Y. Chen] (joint document with JCT-VC)

JCT3V-A1100 Common Test Conditions of 3DV Core Experiments [Dmytro Rusanovskyy, Karsten Müller, Anthony Vetro]

JCT3V-A1101 Description of Core Experiment 1 (CE1) on View Synthesis Prediction [Fabian Jäger, Shinya Shimizu (CE Coordinators)]

JCT3V-A1102 Description of Core Experiment2: Illumination compensation [Jaejoon Lee]

JCT3V-A1103 Description of Core Experiment CE3 on Inter-Component Prediction [J. Jung]

JCT3V-A1104 Description of Core Experiment 4 (CE4) on RD Optimization [S. Yea]

JCT3V-A1105 Description of Core Experiment 5 (CE5) on Motion/Mode Parameter Prediction [Y. Chang, S. Yea]

JCT3V-A1106 Description of Core Experiment 6 (CE6) on Depth Intra Coding [Philipp Merkle]

10 Future meeting plans, expressions of thanks, and closing of the meeting

The document upload deadline for the 3rd meeting of  the JCT-3V will be Jan. XX, 2013, 2359 MET (Geneva/Paris time zone).
Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Monday or Tuesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Wednesday or Thursday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 17–23 January 2013 under ITU-T auspices in Geneva, CH.

· 20–26 April 2013 under WG 11 auspices in Incheon, KR.

· 27 July–02 August 2013 under WG 11 auspices in Vienna, AT.

· 24-30 Oct 2013 under ITU-T auspices in Geneva, CH.

XXX was thanked for its excellent hosting of the 2nd meeting of the JCT-3V and for providing the viewing equipment used at the meeting.

The JCT-3V meeting was closed at approximately XXXX hours on Friday 19 Oct 2012.

Annex A to JCT-3V report:
List of documents

Annex B to JCT-3V report:
List of meeting participants

The participants of the first meeting of the JCT-3V, according to a sign-in sheet passed around during the meeting (approximately XXX in total), were as follows:
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