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1. Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 22nd meeting during January 13-20, 2007 in Marrakech, Morrocco. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr. Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany).  The other JVT associate chairman, Dr. Ajay Luthra (Motorola/USA), was unable to be present at this meeting. The JVT meetings opened at approximately 9:30 on Saturday 13 January 2007 and closed at approximately 13:00 on Friday 20 January 2007.  Approximately ??? people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting) and approximately ??? input documents were discussed.  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11.  The subject matter of these activities consisted of work on video coding.
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3. Documents of the JVT meeting

3.1. Input documents

3.1.1 Administrative input contributions

JVT-V000-Q List of documents of Marrakech meeting

JVT-V001-Q [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata

JVT-V002-Q [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft 

JVT-V003-Q [T. Suzuki] AHG Report: Bitstreams & conformance

JVT-V004-Q [T. Suzuki] AHG Report: Professional applications

JVT-V005-Q [J. Vieron, M. Wien, H. Schwarz] AHG Report: JSVM S/W and new func. integ. 

JVT-V006-Q [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text 

JVT-V007-Q [A. Segall] AHG Report: SS resampling & inter-layer pred

JVT-V008-Q [Y.-K. Wang, S. Pateux, P. Amon, T. Schierl] AHG Report: SVC high-level syntax, err resil

JVT-V009-Q [J. Vieron] AHG Report: SVC interlaced coding

JVT-V010-Q [J. Ridge, D. Marpe, G. Sullivan] AHG Report: SVC quantization, CAVLC, CABAC

JVT-V011-Q [H. Schwarz, Y. Bao] AHG Report: SVC complexity reduction

JVT-V012-Q [Y. Bao]AHG Report: SVC residual prediction modif

JVT-V013-Q [J. Vieron] AHG Report: SVC enhanced spatial scalability

JVT-V014-Q [Y. Gao, A. Segall, T. Wiegand] AHG Report: SVC bit depth and chroma format

JVT-V015-Q [A. Vetro, Y. Su] AHG Report: MVC high-level syntax & buffering

JVT-V016-Q [H. Kimata, A. Smolic, Y. Su, A. Vetro] AHG Report: JMVM & JD text editing

JVT-V017* [P. Pandit, A. Vetro] AHG Report: JMVM soft & new func integ

JVT-V018-Q [J.-R. Ohm, T. Wiegand] AHG Report: Video annotation

3.1.2 Input liaison statements and WG11 NB inputs
3.1.3 Non-administrative input contributions

JVT-V030* [T. Tran, L. Liu, P. Topiwala] SVC dyadic spatial resampling filters

JVT-V031* [T. Tran, L. Liu, P. Topiwala] SVC extended spatial resampling filters

JVT-V032* [J. He, Y. Yan, Y. Prieto] CE4: Disabling SVC chroma deblocking filter

JVT-V033* [G.H. Park, M.W. Park, D.Y. Suh, K. Kim] MVC deblocking for illumination compensation

JVT-V034* [A. Segall] CE3: New results for spatial scalability

JVT-V035* [A. Segall] CE8: CGS SVC-to-AVC bitstream-rewriting

JVT-V036* [A. Segall] Support for transcoding in scalability info SEI

JVT-V037-Q [Y. Su, A. Segall] Verif JVT-V030/JVT-V031 resampling

JVT-V038* [T. Tran, L. Liu, P. Topiwala] SVC resampling for HD/SD spatial scalability

JVT-V039* [Q. Shen, H. Li, Y.-K. Wang] CE7: Adaptive inter-layer prediction

JVT-V040* [Q. Shen, H. Li, Y.-K. Wang] CE7: Verif I2R JVT-V046 adaptive inter-layer pred

JVT-V041* [M. Hannuksela, Y.-K. Wang, Q. Shen, H. Li] SVC & MVC random access and layer/view switching

JVT-V042* [Y.-K. Wang, Y. Chen, M. Hannuksela] SVC high-level syntax

JVT-V043* [Y. Chen, Y.-K. Wang, M. Hannuksela] MVC reference picture list construction 

JVT-V044* [Y. Chen, Y.-K. Wang, M. Hannuksela] MVC reference picture marking

JVT-V045* [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE2 Tool1: SP Picture for SVC Switching

JVT-V046* [W. Yao, Z. G. Li, S. Rahardja] SVC inter-layer pred with two base layers

JVT-V047* [M. Shima] CE1: VLC refinement coding

JVT-V048* [S. Yea, A. Vetro] CE10: View synthesis prediction

JVT-V049* [T. Senoh] CE10: Experiment relating to CE10 view synthesis

JVT-V050* [W. Yao] CE7: Verification of JVT-V039

JVT-V051* [W.S. Shim, H.S. Song, Y.H. Moon, J.B. Choi] Deblocking filter on illumination compensation

JVT-V052* [H.S. Song, W.S. Shim, Y.H. Moon, J.B. Choi] MVC skip mode

JVT-V053* [S. Sekiguchi] Comments on 4:4:4 FPDAM

JVT-V054* [P. Pandit, P. Yin, C. Gomila] MVC high level syntax

JVT-V055* [J. Luo, L. Zhu, P. Yin, C. Gomila] On HRD conformance for splice bitstreams

JVT-V056* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux, V. Bottreau, E. Francois, J. Vieron] On SVC Profile A

JVT-V057* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Extension of SVC profiles and levels

JVT-V058* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Study of smoothed reference prediction

JVT-V059* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] High-level syntax for suffix NAL unit

JVT-V060* [Z. Chen, Q. Chen, X. Gu] Video annotation SEI message 

JVT-V061* [Y. Gao, Y. Wu] Bit depth scalability

JVT-V062* [H. Nakamura, M. Ueda] MVC H-L issues and MVC dependency SEI

JVT-V063* [J.-H. Yang] CE9: Derivation of MVC illum comp info

JVT-V064* [Z. Lu, J. Zheng, W. Lin, S. Rahardja] Deblocking filter for ROI SVC

JVT-V065* [H. Yu] Prop changes to the 4:4:4 profiles in JVT-U204

JVT-V066* [Y. Zheng, X. Ji] CE6 Tool 1: Improved FGS for low-delay apps

JVT-V067* [S. Sun, G. Sullivan] Scalability using SEI messages

JVT-V068* [L. Zhu, P. Yin, J. Luo, C. Gomila] SVC hypothetical reference decoder

JVT-V069* [H.-S. Koo, Y.-J. Jeon, B.-M. Jeon] CE11: MVC motion skip mode

JVT-V070* [K. Sohn, Y. Kim, J. Seo, J. Yoon, J. Kim] CE11: Verif LG JVT-V069

JVT-V071* [H. Yan, J. Huo, Y. Chang, S. Lin, P. Zeng, L. Xiong] MVC region disparity based motion & disparity

JVT-V072* [H. Yan, J. Huo, Y. Chang, S. Lin, P. Zeng, L. Xiong] MVC Extended direct mode

JVT-V073* [P. Zeng, S. Lin, L. Xiong] MVC auxiliary MV prediction

JVT-V074* [S. Regunathan] CE3: SVC spatial scalability

JVT-V075* [P. Yang, X. Xu, G. Zhu, Y. He] MVC view parallel processing

JVT-V076* [P. Yang, X. Xu, G. Zhu, Y. He] MVC reference picture list construction

JVT-V077* [J. Ridge, X. Wang] Improvement of FGS refinement

JVT-V078* [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] SVC bit depth scalability 

JVT-V079* [D. Alfonso] SVC low complexity MB mode decision

JVT-V080* [Y.S. Ho, C. Lee, K.J. Oh, B.H. Choi, J.H. Park] CE10: MVC using view interpolation

JVT-V081* [C. Tu] Verif JVT-V032

JVT-V082* [K. Sohn, Y. Kim, J. Seo, J. Yoon, J. Kim] MVC encoder optimization

JVT-V083* [Hendry, M. Kim] Tree-based redund slice coding for err resil

JVT-V084-Q [S.-T. Hsiang] CE5: Dyadic spatial SVC subband/wavelets filter

JVT-V085* [A. Vetro, S. Yea] MVC clarification of marking process

JVT-V086* [A. Eleftheriadis] SVC profile for videoconferencing

JVT-V087* [A. Eleftheriadis, H. Zhang] Showcase for the temporal level nesting flag

JVT-V088* [A. Eleftheriadis, S. Cipolli, J. Lennox] SVC error resil using frame index in NAL header

JVT-V089* [D. Hong, A. Eleftheriadis] SVC deblocking in spatial scalability

JVT-V090* [C. Tu, S. Srinivasan, S. Regunathan, G. Sullivan] CE4: 4-tap motion comp interp for SVC

JVT-V091* [J. He] CE4: Verif JVT-V090 SVC motion comp

JVT-V092* [M. Karczewicz, H. Chung, P. Sagetong] SVC CBP coding for CGS enhancement layer

JVT-V093* [M. Karczewicz, H. Chung, P. Sagetong] SVC CAVLC for CGS enhancement layer

JVT-V094* [P. Sagetong, M. Karczewicz, H. Chung] SVC ESS enhancement
JVT-V095* [M. Karczewicz, R. Panchal, P. Sagetong, H. Chung] CE1: Improved coefficient coding

JVT-V096* [H. Kimata, S. Shimizu, T. Fujii, M. Tanimoto] CE10: View interpolation prediction

JVT-V097* [H. Kimata, S. Shimizu, T. Fujii, M. Tanimoto] Pred structure for free viewpoint TV

JVT-V098* [K. Ugur, J. Lainema, H. Liu, Y.K. Wang] MVC parallel decoding info SEI Message 

JVT-V099* [T. Rathgen, P. Amon, A. Hutter] File format metadata SEI

JVT-V100-Q [J.-Z. Xu] CE6: Verif JVT-V066 FGS for low-delay

JVT-V101-Q [J.-Z. Xu] CE9: Verif JVT-V063 MVC illum comp

JVT-V102* [V. Bottreau, E. Frangois, J. Vieron] SVC profile B: prelim results

JVT-V103* [V. Bottreau, E. Frangois, J. Vieron] SVC profile BIntra: prelim results

JVT-V104* [V. Bottreau, E. Frangois, J. Vieron] Verif JVT-V092 SVC CBP coding for CGS

JVT-V105* [L. Cieplinski] HRD for SVC bitstream rewriting

JVT-V106-Q [H. Schwarz] Verif JVT-V035: SVC-AVC rewriting 

JVT-V107* [H. Schwarz] CE1: Verif JVT-V095: imp coef coding

JVT-V108* [X. Wang, J. Ridge] Improv ESS MB mode pred

JVT-V109* [J. Ridge, X. Wang, M.M. Hannuksela, Y-K. Wang] SVC FGS profile 

JVT-V110-Q [X. Wang] Verif JVT-V093
JVT-V111-Q [J. Ridge] Verif JVT-V045

JVT-V112-Q [J. Ridge] Verif JVT-V095 <<withdrawn>>
JVT-V113-Q [J. Ridge] Verif JVT-V084

JVT-V114-Q [J. Ridge] CE4: Verif Freescale JVT-V032

JVT-V115* [Y. Ye, Y. Bao] SVC ESS improved resid upsample

JVT-V116* [Y. Bao, Y. Ye] SVC prog refinement slice

JVT-V117* [Y. Bao] CE4: Verif Freescale JVT-V032

JVT-V118-Q [S. Regunathan] Verif JVT-V092

JVT-V119* [K. Andersson, R. Sjoberg] 2-tap/4-tap complexity reduction MC

JVT-V120-Q [P. Sagetong, M. Karczewicz, H. Chung] CE3: Verif JVT-V074 upsampling

JVT-V121-Q [J. He] Verif JVT-V115 ESS resid upsample

JVT-V122-Q [Y. Su, A. Segall] Verif JVT-V094 SVC ESS

JVT-V123-Q [Y. Su, A. Segall] CE1: Verif JVT-V095 Coef Coding

3.1.4 Late-registered input contributions

JVT-V124-Q [H.-Y. Lin] Alg for disparity estimation in MVC

JVT-V125-Q [H. Schwarz, T. Wiegand] Verif RCDO Impls in JSVM

JVT-V126-Q [H. Schwarz, T. Wiegand] Impl & perf of FGS, MGS, and CGS
JVT-V127-Q [H. Hubert, V. George, T. Wiegand] Complexity FGS, MGS, and CGS

JVT-V128-Q [Y. Bao, Y. Ye] Perf and complexity of smoothed ref

JVT-V129-Q [D.-Y. Suh] Shortened NAL unit header for light apps

3.2. Late document availability
Documents not listed in this report with a "*" were classified as late. Those documents will only be considered as information documents only (unless agreed otherwise by the group) if time permits, and consideration of them may be shifted to the end of the meeting as determined appropriate by the group.

Furthermore, due to our difficulties with a large quantity of late-submitted contributions at recent previous meetings, the JVT agreed at its preceding meeting that for this meeting, no late-uploaded (non-AHG-report, non-liaison) contribution would be presented without having a minimum of 4 JVT participants (working for organizations other than that of the primary contribution author) recorded by name as supporting the allowance of such a presentation, in addition to a consensus of the general JVT membership to allow the presentation.  Such support to allow a presentation is to be understood to not necessarily imply support of the adoption of the content of the late contribution, but only as a positive expression that the document should be allowed to be presented.  Additionally, the provider of a presented late contribution shall send an email apology to the JVT email reflector.  This rule does not apply to material requested by the JVT at the meeting (e.g., reports of JVT-authorized side activities).

As a matter of clarification of this rule, the chair suggested that the JVT members recorded by name as discussed above should also not include those affiliated with organizations that originated a proposal that had a favorable performance verification in the late contribution. Agreed.
Further clarification: The four people shall be from different organizations.
No objections were voiced to having a presentation of the late contributions.
The suffixes other than “*” are explained below:
· "-L" indicates a contribution that was somewhat late but was available by the first meeting day;
· "-M" were more late than that.
· "-Q" were still missing at the time of preparation of this report.

JVT-V037-Q [Y. Su, A. Segall] Verif JVT-V030/JVT-V031 resampling
not uploaded by start of meeting

detailed presentation not requested

Apology: 
JVT-V084-Q [S.-T. Hsiang] CE5: Dyadic spatial SVC subband/wavelets filter
uploaded by start of meeting

H. Schwarz, M. Wien, J. Ridge, Ji-Zheng Xu in favor of presentation
Apology: 
JVT-V100-Q [J.-Z. Xu] CE6: Verif JVT-V066 FGS for low-delay

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V101-Q [J.-Z. Xu] CE9: Verif JVT-V063 MVC illum comp

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V106-Q [H. Schwarz] Verif JVT-V035: SVC-AVC rewriting

not uploaded by start of meeting

detailed presentation not requested
Apology: Sent 07/01/14 by Heiko Schwarz
JVT-V110-Q [X. Wang] Verif JVT-V093
not uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V111-Q [J. Ridge] Verif JVT-V045

not uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V113-Q [J. Ridge] Verif JVT-V084

not uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V114-Q [J. Ridge] CE4: Verif Freescale JVT-V032

not uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V118-Q [S. Regunathan] Verif JVT-V092

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V120-Q [P. Sagetong, M. Karczewicz, H. Chung] CE3: Verif JVT-V074 upsampling

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V121-Q [J. He] Verif JVT-V115 ESS resid upsample

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V122-Q [Y. Su, A. Segall] Verif JVT-V094 SVC ESS

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V123-Q [Y. Su, A. Segall] CE1: Verif JVT-V095 Coef Coding

uploaded by start of meeting

detailed presentation not requested
Apology: 
JVT-V124-Q [H.-Y. Lin] Alg for disparity estimation in MVC

not uploaded by start of meeting

H. Schwarz, M. Karczewicz, M. Wien, Y.-L. Lee in favor of presentation

Apology: 
JVT-V125-Q [H. Schwarz, T. Wiegand] Verif RCDO Impls in JSVM

uploaded by start of meeting

M. Wien, P. Amon, A. Segall, K. Andersson in favor of presentation

Apology: Sent 07/01/14 by Heiko Schwarz
JVT-V126-Q [H. Schwarz, T. Wiegand] Impl & perf of FGS, MGS, and CGS

not uploaded by start of meeting

M. Wien, P. Amon, A. Segall, K. Andersson in favor of presentation

Apology: Sent 07/01/14 by Heiko Schwarz
JVT-V127-Q [H. Hubert, V. George, T. Wiegand] Complexity FGS, MGS, and CGS

not uploaded by start of meeting

P. Amon, M. Wien, I. Amonou, V. Bottreau in favor of presentation

Apology: Sent 07/01/14 by Heiko Schwarz
JVT-V128-Q [Y. Bao, Y. Ye] Perf and complexity of smoothed ref

not uploaded by start of meeting

S. Y. Kim, J.-Z. Xu, J. Sampedro, M. Horowitz in favor of presentation

Apology: Sent 07/01/13 by Ye, Yan
JVT-V129-Q [D.-Y. Suh] Shortened NAL unit header for light apps

not uploaded by start of meeting

B. M. Jeon, Y.-L. Lee, H. Choi, J. H. Park in favor of presentation

Apology: Sent 07/01/13 by Suh, D.-Y.
3.3. Withdrawn document registrations

JVT-V112-Q [J. Ridge] Verif JVT-V095 <<withdrawn>>
3.4. Major output documents

(Dates listed are planned dates of availability.)

JVT-V200 Meeting report of the 22nd JVT meeting [07/??/??]

JVT-V201 Joint Draft 8: Scalable Video Coding [07/??/??]

JVT-V202 Joint Scalable Video Model (JSVM) 8 [07/??/??]

JVT-V203 JSVM 8 Software [07/??/??]

JVT-V204 Joint Draft 5: 4:4:4 coding [07/??/??]

JVT-V205 Joint 4:4:4 Video Model (JFVM) 5 [07/??/??]

JVT-V206 JFVM 5 Software [07/??/??]

JVT-V207 Joint Multi-view Video Model (JFVM) 2 [07/??/??]

JVT-V208 JMVM 1 Software [07/??/??]

JVT-V210 ITU-T Rec. H.264 | ISO/IEC 14496-10 Advanced Video Coding Defect Report [07/??/??]

3.5. JVT internal output documents

3.6. SVC core experiment output documents

Submission of final description: next meeting start – 3 weeks

Submission of final software and results: next meeting start – 2 weeks

3.7. Error resilience core experiment output documents

3.8. MVC core experiment output documents

Submission of final description: next meeting start – 3 weeks

Submission of final software and results: next meeting start – 2 weeks

4. JVT administrative and liaison topics

4.1. IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information. The IPR policies were summarized for the participants.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization. Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the twin text form on the database found below) and to make verbal and/or document IPR reports within the JVT as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://ftp3.itu.int/av-arch/jvt-site (JVT contribution template for each meeting)

· http://www.itu.int/ITU-T/studygroups/com16/jvt/index.html (JVT founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (SC29 Procedures)

The chair invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation and opened the floor for such reports: No such verbal reports were made.
4.2. Meeting opening remarks by the chairmen

Opening remarks: The chair remarked that there were far fewer late document uploads this time and that the submitted documents seem to be adhering better to the JVT guidelines in terms of formatting, filenames, etc., which is a good development.  The new JVT operating rule established in Hangzhou that took into effect for this meeting on that subject may have helped.

The chair indicated that perhaps the highest priorities for this meeting are to finalize the work on the new professional-use profiles, the SVC project, and to make progress on AVC corrigendum work.

One thing that is critical to all of those projects is the great need for editorial diligence for clarity and consistency.  This is a critical need for the JVT at this time.  The chair expressed concern regarding his perception of a continued lack of sufficient editorial competence and dedication for draft amendments and the draft AVC corrigendum work.  This is likely to increase the need for future corrigenda.  MVC, of course, is another major focus although on a somewhat longer time-scale.

4.3. JVT communication practices

JVT documents are available at http://ftp3.itu.int/av-arch/jvt-site.

These can also be accessed via ftp with the site name ftp3.itu.int, user ID avguest and password Avguest.  Upon login, documents are found in the directory "jvt-site".  Uploading of contributions is done by upload via ftp protocol to the "jvt-site/dropbox" directory.

JVT email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jvt-xyz, and to send email to one of these reflectors, the email address is "jvt-xyz@lists.rwth-aachen.de", where "xyz" is

· "experts" for general experts group discussions

· "bitstream" for bitstream exchange activities

· "svc" for SVC work

· "mvc" for MVC work

4.4. Scheduling and logistics notes

Coffee breaks: 10:30-11:00 and 15:45-16:15; Lunch 12:00-13:30 in Agdal area.
Meeting rooms:

· Fes 1: Sat, Sun, Tue (possible VCEG plenary in morning), Thu.
· Karam 1: Sat p.m. MVC session
· Ministres: Mon? (MPEG & VCEG plenaries), Wed, Fri.
Network: “TheWayOut”
4.5. Closing session notes

In the closing session there were [no] requests to reopen discussions of preceding discussions and side activities recorded elsewhere in the report.

Thanks were expressed by the JVT to the meeting host and to WG11 for holding the JVT meeting under its auspices.

The meeting was closed at XX pm on Friday 20 January 2007.

4.6. Administrative documents
4.7. JVT liaison communications

5. JVT SVC normative modifications

5.1. CE 1 & related docs: Refinement coding
JVT-V047* [M. Shima] CE1: VLC refinement coding

This contribution reports on an evaluation of the tools discussed in CE1, which were introduced by JVT-U132.  JVT-U132 proposed two independent tools at the last meeting in Hangzhou, but the provided results were not sufficient to evaluate the influence of each tool clearly.  For the fair assessment, independent evaluation of those tools by a non-proponent was performed using the latest SNR common test condition.  The results are reported in the contribution.
On Tool 1: Replacement of adaptivity.
Tested with various dead-zone “f” parameters.  With f=1/3 intra and f=1/6 for inter, a very small amount of improvement reported (0.1%). Tool 1 was reportedly marginally better only at a specific choice of dead-zone parameter.  For most values of f, performance degradation was reported.

Current design reportedly better with more intra refresh.

Complexity remarks: Possibly reduces complexity due to removal of adaptivity.  However, the contribution suggests that the complexity reduction is marginal.
On Tool 2: Macroblock adaptive signaling.
Tested with various dead-zone “f” parameters.  With f=1/3 intra and f=1/6 for inter, 1%-1.3% improvement.  For other values of “f” little or no gain reported.

Some complexity concern reported due to “pre-scanning” operation addition.

The differences in reported results relative to JVT-V095/JVT-U132 were asserted to be due primarily to use of “common test conditions” in this contribution, and to very recent changes of proponent software.

Remark: What is meant by “common test conditions”?  The CE description conditions?  Apparently not – since that included Intra-only tests not reported in JVT-V047.

Additional notes below in section on JVT-V095.

JVT-V095* [M. Karczewicz, R. Panchal, P. Sagetong, H. Chung] CE1: Improved coefficient coding

This contribution proposes to replace the adaptation used to select VLC table for coding of the refinement coefficient by signaling to the decoder which table should be used for which macroblock type (Inter or Intra). This part of the proposal aims at reducing decoder complexity and ensuring proper table selection when both macroblock types are present within one slice.

The contribution further proposes to extend the method used in SVC to increase coding efficiency of CABAC refinement coefficient coding to “VLC” refinement coefficients coding. All the coding tools were integrated into JSVM_7_10 and the performance was reportedly tested. The proposed changes mainly affect Intra coded slices and for those slices the improvements are reportedly in the range 3-7% for 3 FGS layers.

Proposes to replace an adaptation of table selection with an encoder indication of which table to use.  Suggests that encoder selection rule can be very simple.  Some coding efficiency improvement reported (for f=1/3 for intra and 1/6 for inter, about 1% improvement for intra-only, and 0.5% improvement for inter).
Remark: Flexibility in f value is desirable for applications.

Remark: Complexity improvement is not quantified.  Proponent: The adaptivity seems useless.

The recent change of software was reportedly due to integration into newer version of software, in which context the results are somewhat better.

The proponent also suggested that the lack of intra-only results in JVT-V047 explain some of the difference.

The proponent suggests that the alternative values of f tested in JVT-V047 were generally detrimental to performance.

Question: Where did the adaptivity come from?  Nokia? Qualcomm? A Geneva side activity reported by Yiliang?

Seems to be a question of whether this is a contribution that should be considered motivated primarily as a design clean-up.

Request more complexity impact study at this meeting.  Also suggested to study the differences in measured behavior with JVT-V047.

Revisit Tool 1 aspect.

Tool 2 coding efficiency improvement for Intra CIF 6.5%, 4CIF 6%, IPP 5+, AR-FGS >1%.
Why didn’t JVT-V047 say that?  No intra-only and no IPP results – only hierarchical B.  This seems to explain the bulk of the difference in results.  The technique doesn’t seem to work well for B slices.
Has been verified at two meetings.

Remark: What does it do for other values of f?  Proponent responded that other values of f are not beneficial (for VLC).

Complexity impact? Does not seem very significant.  Spirit is reportedly similar to CABAC operation.

Remark: The idea makes sense.

It was suggested to adopt this “Tool 2” change only for I and P but not B slices (consistent with CABAC design).  JVT decision: Agreed.
JVT-V107* [H. Schwarz] CE1: Verif JVT-V095: imp coef coding

This contribution is a verification of JVT-V095: Report of core experiment on improved refinement coefficients coding (CE1). Compiled the software and reportedly obtained the same results.
JVT-V123-Q [Y. Su, A. Segall] CE1: Verif JVT-V095 Coef Coding

<<abstract not yet available>> Compiled the software and reportedly obtained the same results. Also looked at software and reported that it seems to do what is proposed.
JVT-V077* [J. Ridge, X. Wang] Improvement of FGS refinement

(Not a CE result report, but rather a new technical proposal.)
This contribution proposed to include refinement pass coefficients in the run-length codes previously only associated with significance pass coefficients.  While the distinction between “significance” and “refinement” coefficients would remain, there would no longer be a distinct “significance pass” and “refinement pass”.  Sign bits for non-zero refinement values for a block would be grouped and transmitted after the end-of-block is reached.  It is claimed that this proposal would simplify the FGS VLC algorithm, both in terms of specification and implementation, because there is asserted to be no need for two different coding algorithms for significant and refinement passes and because coefficients are decoded in sequence.  A small coding penalty on the order of 0.1% bit rate is reported to be associated with this proposal.
Proposal for simplifying FGS.

Removing a substantial amount of the PR slice design, the same performance can be achieved. Potential reduction by 20% equals 15 pages of text.

Idea is found to be interesting.

PR slice design (syntax tables, semantics, decoding process, entropy coding) appears not stable (particularly the syntax tales), not sufficiently studied, and heavily over-engineered.

Suggestion to split this part into a longer track SVC standardization path together with other features that the JVT might potentially be studying. (such as bit-depth scalability and wavelet/subband intra coding)

Suggestion to create a core experiment for a longer-term finalization than the other parts of SVC.

JVT counted the number of pages of text for PR slices in the current design:

Syntax: 29

Semantics: 6

Decoding process: 17

Parsing: 17

Overall: 69.

Revisit.
JVT-V116* [Y. Bao, Y. Ye] SVC prog refinement slice

This contribution proposes that a PR slice only contains cycle aligned fragments (CAF).  Cycle aligned fragment (CAF) enables block-based decoding of a PR slice.  It also enhances the error resilience of the PR slice by limiting the decoding error within a fragment.  With CAF, it is asserted that the PR slice has decoding complexity which is comparable to the complexity of CGS slice decoding, while it could provide many unique features such as graceful quality degradation of video quality when the bitstream is truncated.
Complexity is asserted to be high for decoding the current PR slices.

Suggests parallel decoding of fragments. Waiting for the slowest of the parallel parsing units necessary.

Question: Is this the only way to reduce complexity such that it is acceptable for PR slices? Answer by proponent: Yes.

Potentially another way of doing this is a subband-aligned memory structure. After parsing (reconstruction of levels and zeros) transposing the structure.

Suggested design change.

Proposal provides results of JVT-U125. This method of CAF provides sufficient granularity.

Revisit.
5.2. CE 2 & related docs: Switching (SP pictures)
JVT-V045* [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] CE2 Tool1: SP Picture for SVC Switching

This proposal presents design, implementation and performance illustration of SP picture for SVC switching functionality. Basically, switching between different coded video streams can be enabled by encoding IDR picture and/or SP picture in video streams. Motivation of SP picture design is to provide the coded streams switching functionality efficiently compared with IDR (EIDR) picture. Performance comparison has been done between SP picture and IDR (EIDR) picture. Simulation results report that SP picture provides an average 0.93 dB PSNR enhancement over Intra picture in SVC base layer and an average 1.45 dB PSNR improvement over EIDR picture in SVC enhancement layer when periodically coded.
JVT-V111-Q [J. Ridge] Verif JVT-V045

<<abstract not yet available>>

JVT decision: No current or proposed profile requires this. Postpone potential action on this if a longer-term SVC project is created. Close CE.

5.3. CE 3 & related docs: Resampling
JVT-V034* [A. Segall] CE3: New results for spatial scalability
This document revisits a prior contribution on adaptive upsampling, JVT-R070, within the context of CE3.  CE3 considers the use of alternative upsampling operations for improving the spatial scalability process.  The document asserts that the methods of JVT-R070 are still a viable method for supporting these multiple filters.
JVT-V074* [S. Regunathan] CE3: SVC spatial scalability
This contribution presents a framework for upsampling filter selection based on a family of 4-tap filters.  The proposal allows one or multiple filters signaled at the sequence level.  When multiple filters are signaled at the sequence level, the filter index is then signaled in each slice to specify which filter is to be applied for prediction between a specific base picture and the current slice.  A set of parameterized filters is proposed to allow a high degree of freedom while keeping syntax overhead very low.  Most filters proposed in JVT so far can be parameterized this way, or at least can be closely approximated this way. It also allows flexibility in filter selection for potentially various downsampling options.  Coding performance is demonstrated using three different of filters, which outperform the current 4-tap filter design for several sequences.  These filters also allow the codec to recoup the performance loss incurred due to moving from the 6tap design to the current 4-tap design. It is therefore proposed to adopt the flexible 4-tap filter design for luma texture upsampling into SVC.
JVT-V120-Q [P. Sagetong, M. Karczewicz, H. Chung] CE3: Verif JVT-V074 upsampling

<<abstract not yet available>>

JVT-V030* [T. Tran, L. Liu, P. Topiwala] SVC dyadic spatial resampling filters

Currently, SVC’s extended spatial scalability (ESS) feature employs a set of 6-tap filters to upsampled the base layer before it is used as prediction signal for the enhancement layer.  The 6-tap filters are derived from the Lanczos-3 function and defined in a pre-fixed filter matrix. In recent meetings, there have been several contributions suggesting improved filter designs involving other functions such as Mitchell-Netravali, Catmull-Rom, cubic spline. This contribution adds two more candidates to that list; both set of filters, one 4-tap and one 6-tap, are derived from the family of interpolative splines called O-MOMS (optimal maximal-order minimal-support) designed for best least-square performances.
JVT-V031* [T. Tran, L. Liu, P. Topiwala] SVC extended spatial resampling filters

This proposal presents a few updated designs for FIR low-pass filters that can be employed as dyadic down-sampling and up-sampling filters in SVC. The proposed filters have their roots from the wavelet and spline interpolation theory which has long been established to have stable interpolation characteristics. All of the proposed filters have integer coefficients; some with very low dynamic range, suitable for efficient VLSI implementation. This proposal also illustrates that coding efficiency does not necessarily have to be sacrificed by employing short low-complexity integer-coefficient filters.
JVT-V037-Q [Y. Su, A. Segall] Verif JVT-V030/JVT-V031 resampling

<<abstract not yet available>>

JVT-V038* [T. Tran, L. Liu, P. Topiwala] SVC resampling for HD/SD spatial scalability

This contribution presents some preliminary results of the ESS filters reported in JVT-V030 for HD/SD scalability. Using the CE4 experiment conditions, the rate-distortion performance is reported and compared with the default JSVM ESS filters.
JVT-V115* [Y. Ye, Y. Bao] SVC ESS improved resid upsample

Further performance comparisons between the original SR scheme (JVT-R091) and the low-complexity smoothed reference (SR) scheme recently adopted into Joint Draft are carried out for extended spatial scalability. It is observed that disabling smoothing filter on the upsampled base layer residual signal as in the new scheme in JD incurs some performance loss for certain ESS spatial ratios. Further study reveals that the current residual upsampling process introduces blocking artifacts within a transform block, which happen to be smoothed out when the smoothing filter is applied on the upsampled residual.  In this contribution, a fix to the residual upsampling process is proposed so that the bilinear interpolation is performed across a base layer block edge if the edge falls within an enhancement layer transform block. The proposed scheme improves the coding performance for commonly used ESS scaling ratios. It is asserted that there is a visible improvement in subjective quality as well.

5.4. CE 4 & related docs: Enhancement layer complexity
JVT-V032* [J. He, Y. Yan, Y. Prieto] CE4: Disabling SVC chroma deblocking filter

This document reports the results of Core Experiment 4: Enhancement layer complexity reduction. Specifically, the complexity reduction on chorma deblocking filter on the SVC enhanced layer is studied. Algorithmic performance and computational complexity among the four methods for chroma deblocking filter are compared and discussed for enhanced layer.
JVT-V090* [C. Tu, S. Srinivasan, S. Regunathan, G. Sullivan] CE4: 4-tap motion comp interp for SVC

This contribution proposes a 4-tap filter for SVC enhancement layer motion compensation interpolation.  The proposal meets the desire to shorten the SVC motion compensation interpolation filters from 6 taps to 4 taps in order to reduce the computational complexity.  The proposed filter can reportedly be easily implementation using 16-bit only arithmetic.  Coding performance is demonstrated, which is reportedly comparable to that of the current 6-tap filters, and reportedly outperforms the H.241 RCDO interpolation method.  The proposal advocates to adopt this 4-tap motion compensation interpolation design for luma for SVC enhancement layers.
JVT-V091* [J. He] CE4: Verif JVT-V090 SVC motion comp

This report is to verify the document JVT-V090 “CE4: SVC motion compensation” from Microsoft. Verification was performed based on the source code provided by Microsoft for both RCDO and the proposed motion compensation. Simulation was carried out  to generate the PSNR results and they were reported to have been only partially confirmed due to the limited time.

JVT-V125-Q [H. Schwarz, T. Wiegand] Verif RCDO Impls in JSVM

<<abstract not yet available>>

JVT-V114-Q [J. Ridge] CE4: Verif Freescale JVT-V032
<<abstract not yet available>>

JVT-V117* [Y. Bao] CE4: Verif Freescale JVT-V032

This contribution reports the results of verifying Freescale proposal JVT-V032, “CE4: Disable chroma deblocking in SVC Enhancement Layers”.  The results reported in JVT-V032 are confirmed.  The exact match of the results was not achieved.  However, the maximal difference is only 0.006dB.  This could be caused by the fact that the original experiments were performed on Linux and the verification was done on windows.
JVT-V081* [C. Tu] Verif JVT-V032

The purpose of this report is to verify proposal JVT-V032 “CE4: Disabling SVC Chroma Deblocking” from Freescale.  As a verification task, coding performance check was carried out.  For further validation, please see the proposal report.  Due to limited time, the results presented by Freescale in JVT-V032 are partially confirmed.
JVT-V121-Q [J. He] Verif JVT-V115 ESS resid upsample

<<abstract not yet available>>

JVT-V121-Q [J. He] Verif JVT-V115 ESS resid upsample

<<abstract not yet available>>

JVT-V119* [K. Andersson, R. Sjoberg] 2-tap/4-tap complexity reduction MC

This contribution presents an adaptive 2-tap/4-tap filter as a new coding mode for luma motion compensation. The proposed solution reduces the average number of filter operations by 7.3% for luma interpolation. On average is 13.5% of the inter macroblocks coded with the new coding mode. The coding efficiency is maintained giving in fact an average BD-PSNR bitrate reduction of 0.9% compared to JSVM_7_11. The test configuration is dyadic spatial scalability low delay IPPP coding using test conditions from JVT-U304r1.
5.5. CE 5 & related docs: Subband techniques
JVT-V084-Q [S.-T. Hsiang] CE5: Dyadic spatial SVC subband/wavelets filter

An Intra-frame dyadic spatial scalable coding algorithm based on subband/wavelet coding approach was proposed in the previous JVT meeting. It was demonstrated that the current AVC coding tools can be utilized to work with the traditional subband/wavelet filter banks framework for achieving the improved dyadic spatial scalable coding performance. More importantly, unlike the classical subband/wavelet coding system, the proposed framework still allowed the down-sampling filter to be flexibly designed for target applications for generating the low resolution video.  This contribution provides the proposed syntax changes and more extensive simulation results defined in CE5.
<<how is it possible that we have an abstract for a “-Q” document?>>

JVT-V113-Q [J. Ridge] Verif JVT-V084

<<abstract not yet available>>

5.6. CE 6 & related docs: AR PR slices
JVT-V066* [Y. Zheng, X. Ji] CE6 Tool 1: Improved FGS for low-delay apps

This contribution reports the results for CE6 based on JVT-U076 for improving both single FGS layer coding and multiple FGS layers coding performance for low-delay applications. The proposed cycle based FGS coding is reported to provide higher coding performance than the existing AR-FGS coding over wide bitrate range. Further, together with the weighting combination of different-quality enhancement layer references, it is reported that more flexible coding quality can be supported through adjusting the corresponding leaky factor to be more suitable for varied practical application requirements.
JVT-V100-Q [J.-Z. Xu] CE6: Verif JVT-V066 FGS for low-delay

<<abstract not yet available>>

Ran binaries and reproduced results.

Average gain reported: Single FGS: 0.1dB, Two FGS: 0.11dB

Maximum gain measured for one point along the R-D curve: Single FGS: 0.25dB, Two FGS: 0.32dB

Always better results than reference.

Complexity? Comment: very complex.

Comment by proponent: AR PR slices are complex in comparison with PR slices.

JVT decision: No support to adopt. Close CE.
5.7. CE 7 & related docs: Inter-layer prediction
JVT-V039* [Q. Shen, H. Li, Y.-K. Wang] CE7: Adaptive inter-layer prediction

This document reports the simulation results of CE7 on adaptive inter-layer prediction, for which the CE description is available in JVT-U307. It is proposed to allow macroblock level adaptive selection of base layer for inter-layer prediction, for coding efficiency improvement. Simulation results for region-of-interest (ROI) coding in a standard compliant manner utilizing extended spatial scalability (ESS) are provided to justify the proposal. Required syntax and semantics changes, as well as the software package including both source code and simulation scripts, are provided.
Average gain: 0.4 dB

Profiling: not currently requested in a profile.

JVT-V050* [W. Yao] CE7: Verification of JVT-V039

The purpose of this report is to verify the proposal JVT-V039 entitled “CE7: Adaptive inter-layer prediction” from USTC and Nokia Corporation. As a verification task, coding performance check was carried out. For further validation, please refer to USTC/Nokia proposal report. The trend in the simulation results of JVT-V039 is confirmed.
Not perfect matched results. Proponent accounts that to different original sequence at both sides.
Results for CABAC and CAVLC? Only CAVLC.

Interlaced? No thoughts about that. Needs to be worked out.
Revisit
JVT-V040* [Q. Shen, H. Li, Y.-K. Wang] CE7: Verif I2R JVT-V046 adaptive inter-layer pred

This contribution verifies document JVT-V046, I2R’s response to CE7. The verification has been performed by encoding the bitstreams on the provided conditions.
Not perfect matched results. Proponent accounts that to different original sequence at both sides.

JVT-V046* [W. Yao, Z. G. Li, S. Rahardja] SVC inter-layer pred with two base layers

This document provides an inter-layer prediction scheme with two base layers to improve the coding efficiency of quality layers with higher resolution. The base layer for each macroblock at higher quality layers with higher resolution can be adaptively chosen from these two base layers. A new concept of auxiliary layer is also proposed as a supporting technology which can be applied to obtain a good balance among all layers for combined coarse granular scalability (CGS) and spatial scalability.
Average gains: 0.4 dB 

Provide all data of the experiments.

Application: All layers are transmitted in different multicast groups and the receiver selects the appropriate combination.

Results for CABAC and CAVLC? Only CAVLC.

Interlaced? No thoughts about that. Needs to be worked out.

Revisit
JVT-V108* [X. Wang, J. Ridge] Improv ESS MB mode pred

In the current JSVM, inter-layer prediction on macroblock mode in ESS is based on partition information derived from base layer macroblocks. More exactly, if two blocks in an enhancement layer macroblock share the same partition from base layer, these two blocks can be merged into one. Such a method tends to unnecessarily create smaller macroblock partitions and sub-partitions, which would in turn incur more interpolation complexity in motion compensation.  This document proposes a method in which two blocks may be merged into one as long as they share the same reference frame index and similar motion vectors from base layer. Experiment results assert that it effectively solves the problem above with essentially the same coding efficiency.
Verification? Yes. Document to be registered by Qualcomm. 

Software? Available.

Textual description? Will be provided.

Create CE on this, if we decide to shift final draft to next meeting.

Revisit.
5.8. CE 8 & related docs: Rewriting
JVT-V035* [A. Segall] CE8: CGS SVC-to-AVC bitstream-rewriting

Results from CE8: “SVC to AVC Transcoding” are provided.  The CE evaluates JVT-U043 and considers changes to the syntax and semantics of coarse grain scalable layers.  These changes enable the rewriting of an SVC bit-stream into an AVC compliant bit-stream.  That is, a network device can rewrite the SVC data into an AVC bit-stream and without needing to reconstruct the intensity values of the sequence.
JVT-V106-Q [H. Schwarz] Verif JVT-V035: SVC-AVC rewriting 

<<abstract not yet available>>

5.9. High-level syntax
JVT-V041* [M. Hannuksela, Y.-K. Wang, Q. Shen, H. Li] SVC & MVC random access and layer/view switching

This contribution presents the question whether layer switching in SVC and view switching in MVC should be allowed with prediction structures that are similar to open GOP in single-layer and single-view coding. The potential benefits of having normative decoding process for “dirty” layer and view switching, i.e. layer switching at non-IDR intra pictures and view switching at anchor pictures, are speculated. The main purpose of the contribution is to request JVT’s opinion whether “dirty” layer and view switching could be a desirable normative decoding feature.
(contribution is for discussion, not proposal)

Concepts somewhat similar to “open GOP” for single-layer.  Considers the ability to perform layer switching, and whether layer and view switching should be specified normatively.
Some pictures of a “complete” SVC or AVC bitstream are not allowed to be present if others are not present, since all reference pictures used in the decoding process for a given picture must be available.
Right now, our SVC decoding specification says to decode the highest layer in the bitstream (ignoring any non-intra content in lower layer pictures).
MVC presents the same challenge in regard to multi-loop decoding as SVC does.  Single-view decoding is desirable.

When switching views in MVC decoding, information to enable switching is suggested, to indicate whether the references are all available and where switching can be performed if not all prior pictures were decoded.
It is asserted that, right now, our MVC draft allows the bitstream to contain pictures that cannot be decoded because their references are not in the bitstream.
JVT decision: That should be disallowed.  But having SEI or similar information to enable random access/switching may be desirable.
Do we want to enable SVC upswitching at locations other than (E)IDR pictures?  Is that a useful functionality?  And view switching at anchor pictures?
JVT decision: If we can enable that with something like a simple SEI message, that might be a good thing to do.
JVT-V006-Q [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text 

<<get abstract>>

Some issues uncovered by the editors in their recent interim work were discussed, including the HRD and definitions of access unit (access unit = data associated with a time instance) and primary coded picture (one/three per access unit, even if multiple layers) and (E)IDR and coded video sequence (which begins at each (E)IDR).
A discussion of the drawing of the boundaries of the access units, considering the potential presence of access unit delimiters and SEI messages (and perhaps sequence and picture parameter sets, etc.), was held.  Editors indicated that it may be necessary to conceptually include the existence of an extractor to convert an SVC bitstream into a lower-layer SVC bitstream or to an AVC bitstream.
Question: Should we have frame_num = 0 for (E)IDR?  What about POC (esp. POC mode 1, and considering the MSBs as distinct from LSBs)? Only relative values are really needed.
Suggested to remove the use of nal_unit_type value 21, using spare bits in the current use of nal_unit_type equal to 20.  JVT decision: Agreed.

Suggested to consider the need for a definition of a marking process for lower layers. JVT decision: For further study.  See also discussion of JVT-V042.

Some suggestions about editorial organization of base specification, e.g., expression of constraints on frame_num and moving 8.2.2 to clause 7.  JVT decision: Editorial aspects are up to editor’s discretion.

Desire to prohibit motion vector refinement in pictures with store_base_rep_flag = = 1.  Revisit.

Need to express constrained_intra_pred_flag must be 1 when Intra_base is used. JVT decision: Agreed.

Suggest to disallow temporal direct for nal_unit_type = 20 or 21. JVT decision: Agreed.

When nal_unit_type = 1,2,3,4, then disallow temporal direct when used for inter-layer prediction. JVT decision: Agreed.

Disallow redundant pictures for nal_unit_type = 20 or 21. JVT decision: For further study.

Number of base layer macroblocks that need to be decoded in order to form an IntraBL predictor should be limited. JVT decision: Agreed, details to be determined.

Disallow POC type = 2.  JVT decision: Not agreed. POC type 2 should also be OK.

JVT-V042* [Y.-K. Wang, Y. Chen, M. Hannuksela] SVC high-level syntax

This document discusses some SVC high-level syntax issues in the latest SVC spec, including
1) suffix NAL unit – nal_ref_idc must be the same as the associated non-suffix NAL units. JVT decision: Agreed.
2) use_base_prediction_flag and store_base_rep_flag were created as separate flags instead of the single key_pic_flag as a decision of Klagenfurt, but the contribution questions the wisdom of that split.  Remark: Splitting the flag may be useful with channel feedback.  Revisit.
3) semantics of discardable_flag – is it an indication of a lack of dependency for the current access unit or for the current access unit and all subsequent access units?  The latter interpretation.  JVT decision: Agreed.
Remark: This is only a problem if the base layer is marked discardable and the motion vectors derived from it are used for direct mode in a subsequent access unit.  
4) semantics of priority_id – “The bitstream that would be obtained by the discarding of NAL units with simple_priority_id greater than … shall be conforming.” – may not be adequate, considering the potential presence of access unit delimiter, sequence parameter sets, picture parameter sets, and SEI messages (the non-VCL NAL units of the access unit).  Discarding some of those may also be necessary for conformance. JVT decision: Agreed.
5) the process of reference picture list construction for lower layers – for example, if the list has different order in base and enhancement layers due to the marking of a picture as long term in an enhancement layer.  Remark: Although that may be ill-advised for an encoder to do (e.g., for coding efficiency purposes), as long as a bitstream has a conforming format and produces deterministic decoding behaviour, then there is no real problem that needs action. JVT decision: No action needed.
6) use of the terms “(scalable) layer” and “(coded) picture” – suggests that the term “scalable layer” should include multiple access units. JVT decision: Consider this as input to the editors, who have discretion over such issues.
7) redundant slices - JVT decision: For further study
8) picture order count type - JVT decision: No action needed (all types to be allowed).
Discussion topic: Is there a potential problem with receiving multiple copies of an SPS with different content?  Answer: No, probably not, since the same issue arises in the base layer, and we deal with it there by just prohibiting the encoder from changing the content of an active SPS (except at the start of a new coded video sequence), and letting the encoder have discretion over things that might have bad loss resilience behavior.
JVT-V058* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Study of smoothed reference prediction

This contribution proposes syntax modifications to allow enabling or disabling the use of smoothed reference in an SVC stream.
The decoding process (and encoding process) using smoothed reference prediction is more complex than when it is not used.  Suggests having a flag to indicate the lack of use of smoothed reference prediction, and dropping the syntax used for this feature at the macroblock level if the encoder indicates that it will not be used.
Question: How many bits are saved by not sending the macroblock-level flag? (Only an issue for BLSkip mode with residual prediction.)  Is it a significant quantity of data?  However, it would certainly seem silly to be forced to send the flag when it will always be set to zero.
Test results were shown, showing only a small impact for using or not using smoothed reference prediction under some circumstances.  But there are some issues about the software used for this testing, that may make the comparisons not entirely fair.
Complexity impact?  Refer to prior contribution to Hangzhou.
Remark: There has been some discussion of whether smoothed reference prediction is in some profiles or not.
The proponent suggested that such an ability to disable smoothed reference prediction could be useful for SVC-to-AVC rewriting purposes.
The proponent suggested to consider not supporting smoothed reference prediction in some profiles.
There may be an argument for having the flag, no matter what, for various reasons per above.
But it was suggested for the flag to be at the slice level rather than in the SPS.  JVT decision: Agreed.
See additional notes below in discussion of JVT-V128 below.
JVT-V128-Q [Y. Bao, Y. Ye] Perf and complexity of smoothed ref

<<abstract not yet available>>

Contribution provided in response to JVT-V058 above.
Compares quality using JSVM 7.11 with and without smoothed reference prediction with IBPBP dyadic spatial scalability.  Depending on the sequence, the benefit ranged from 0 to 0.3 dB – probably the average impact is roughly 0.15 dB.

Remark: Don’t do tests with IBPBP structures – SVC doesn’t work well that way.  Hierarchical B or hierarchical P pictures (whether forward and backward temporally or forward only for low delay) are necessary for good use of SVC.
Complexity impact discussed in relation to JVT-U126 complexity reduction, which reduced the complexity of smoothed reference prediction substantially.
See additional notes above in discussion of JVT-V058.
JVT-V059* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] High-level syntax for suffix NAL unit

This document asserts that it is well known that the usage of B pictures in AVC may be an excellent choice to improve the compression efficiency and the temporal scalability for a number of applications.  

This document asserts that the current signaling mechanism in SVC is not appropriate to handle the enhancement of an AVC base layer with B pictures; it proposes to modify the current syntax to allow such a mechanism: a new indicator, signaling the presence of a payload (coded slice) either in the header of the NAL units or in the SPS.
Desire to allow B pictures that enhance an AVC Baseline base layer.  This was asserted to not be currently enabled.
Remark: Could you use Q (quality level) = 1 to do that?  Not entirely in the spirit of the intent of the purpose of quality level in relation to temporal level.
Remark: What about D (dependency ID)?  There is only one SPS per D, so if the base layer is Baseline, then D equal to 0 must not include B pictures.  The first “obvious” suggested solution is the only feasible one: Use D = 1 for the B pictures.
Remark: Could have a Main profile base layer and use scalability info SEI to determine that T=0 is Baseline-compatible.

Proposal suggested a flag indicating whether there is an AVC payload in an SVC NAL unit for D=0, Q=0.  The proponent asserted that such a flag would have additional benefits.

Proposal also included an approach using modified SPS content relating to the temporal level.

Remark: Another fix would be to put a flag in the slice header to “skip” the entire slice (indicating that BLSkip flag is equal to 1 and residual_pred-flag is equal to 1 for all MBs in slice and no further information is sent). Such a flag has been previously discussed.  JVT decision: Agreed.
JVT-V068* [L. Zhu, P. Yin, J. Luo, C. Gomila] SVC hypothetical reference decoder

This contribution proposes to modify hypothetical reference decoder (HRD) for SVC. The purpose of the proposal is to define HRD constraint for each interoperability point of SVC. The first part of the proposal lists what needs to be changed for spatial, temporal and SNR scalability, respectively. The second part of the proposal provides the summary of the changes of related HRD parameters followed by the specification text.
Proposes no changes in case of spatial scalability. HRD_parameters, buffering_period, picture_timing syntax elements can be used as specified.

Proposes extensions for SNR scalability: insert syntax to represent different bit-rates that correspond to different quality_id values. If these are present in the SPS, for CGS, each dependency_id must receive a different SPS. Presence of these syntax elements is optional.
Proposes extensions for temporal scalability: proposes to assign syntax to temporal layers. Possibly send parameters for each temporal level.
Change VUI accordingly.

Suggestion to use scalable nesting SEI for SEI message.
Breakout on HRD text. Revisit.
JVT-V088* [A. Eleftheriadis, S. Cipolli, J. Lennox] SVC error resil using frame index in NAL header

This contribution proposes further changes to the concept of frame index values in the NAL unit header extension for SVC, to address the behavior of an SVC decoder (and SVC systems in general) in the presence of packet errors. First, the term ‘frame’ is replaced with ‘picture’, to align with standard SVC terminology. The proposal then extends the application of picture index values to protect the lowest temporal level of not just the base layer (dependency_id and quality_level equal to 0), but all spatial and quality scalability layers that may be present in an SVC stream. The proposal also removes the restriction of assigning picture index 0 to IDR pictures, to facilitate detection in cases where back-to-back IDR pictures may be transmitted. Finally, in order to properly address the case where the lowest temporal level picture data is transported over multiple NALs, it introduces two flags that signal the first and last, respectively, NAL unit of that picture.
Proposed as a follow-up of JVT-U116.

Concerns long-term references with packet losses.
We added an optional extra frame counter byte to the NAL unit header for D=0, Q=0 in Hangzhou for a frame index to enable loss detection.
Proposed changes:

1) frame ( picture; JVT decision: Agreed.
2) to change semantics to allow the extra byte for any (D, Q). JVT decision: Agreed.
3) to change semantics so that the extra byte is not forced to zero for IDR, and the extra byte shall not be equal to that in the preceding picture if both of the pictures are IDR. Remark: Could consider doing something special with idr_pic_id instead.  JVT decision: Revisit.
4) to provide a “start picture” flag and an “end picture flag” in the NAL header extension for use e.g. coupled with RTP sequence numbers. JVT decision: Not needed.
In regard to item 4, the approach of sending generic NACKs for all packets that were not received was discussed.  That may work, as the sender would know what was in those packets.
JVT-V105* [L. Cieplinski] HRD for SVC bitstream rewriting

This contribution proposes extending the Hypothetical Reference Decoder for SVC to include parameters to support the recently proposed bitstream rewriting for CGS. It is claimed that the process of bitstream rewriting changes the coded picture sizes, which requires the recalculation of the HRD parameters. It is thus proposed to include additional information in the VUI, as well as buffering_period and picture_timing SEI messages.
Concern about real need of this.
Revisit until after rewriting was discussed.
JVT-V129-Q [D.-Y. Suh] Shortened NAL unit header for light apps

It is proposed to use a shortened NAL header for light applications, such as mobile applications. The current NAL header includes information for both identification and operation. Identification information is used to identify the stream of the NALU (among streams of all scalability levels, IDR or not, SSP, and so on). Operation information is used to help operation on the NALU. This proposal proposes a shortened the NAL header which contains only identification information so that size of NAL header becomes just 1 byte long. It could be the same as layer_ID in scalability_info in the SEI messages. It is noted that the encoder and decode already have information for operation for every stream. Even in the MANE (Media Aware Network Element) operation based on 4 variables such as priority, D, T, and Q (spatial dependency, temporal level, and quality level) is too heavy and this proposal proposes simple filtering map method to simplify operation in the MANE. 
Proposal noted. Better to suggest this for RTP payload.
5.10. SEI messages
JVT-V036* [A. Segall] Support for transcoding in scalability info SEI

It is proposed to add AVC bit-rate information to the SVC Scalability Information SEI message.  The information may be utilized by a network device to discard a portion of SVC data prior to transcoding to an AVC bit-stream.  The proposed changes are made within the context of CE8.   This proposal was originally presented in the Hangzhou meeting and is being re-submitted due to the continuation of CE8.
JVT-V067* [S. Sun, G. Sullivan] Scalability using SEI messages

This contribution provides more experimental results for a proposal to the Hangzhou meeting JVT-U156, where a few options for temporal and quality scalable video coding were presented within the scope of the existing AVC standard.  The previously proposed SEI messages are slightly modified.  Several “showcases” are prepared and will be demonstrated during the presentation.  It is proposed that JVT adopt the SEI message design.
JVT-V087* [A. Eleftheriadis, H. Zhang] Showcase for the temporal level nesting flag

This contribution provides the required showcase for the “temporal_level_nesting_flag”, proposed in JVT-U085 and adopted into JD8 at the Hangzhou meeting. The showcase demonstrates how the flag can be used to perform correct temporal level switching when considering nested and non-nested temporal prediction structures. JSVM source code for the showcase and example sequences are provided as well.
JVT-V088* [A. Eleftheriadis, S. Cipolli, J. Lennox] SVC error resil using frame index in NAL header

This contribution proposes further improvements to the concept of frame index values in the NAL unit header extension for SVC, to address the behavior of an SVC decoder (and SVC systems in general) in the presence of packet errors. First, the term ‘frame’ is replaced with ‘picture’, to align with standard SVC terminology. The proposal then extends the application of picture index values to protect the lowest temporal level of not just the base layer (dependency_id and quality_level equal to 0), but all spatial and quality scalability layers that may be present in an SVC stream. The proposal also removes the restriction of assigning picture index 0 to IDR pictures, to facilitate detection in cases where back-to-back IDR pictures may be transmitted. Finally, in order to properly address the case where the lowest temporal level picture data is transported over multiple NALs, it introduces two flags that signal the first and last, respectively, NAL unit of that picture.

5.11. De-blocking filter
JVT-V089* [D. Hong, A. Eleftheriadis] SVC deblocking in spatial scalability

This contribution introduces a modified deblocking filter process in scalable extension (subclause G.8.14 in JD8).  The current JD8 process is mainly derived from the AVC deblocking filter process with modifications proposed by contributions JVT-O067 and JVT-P013.  These previous contributions adjust the original AVC deblocking filter process to handle the cases where base layer residue or pixel values are used to derive current layer pixels.  The present contribution further adjusts the deblocking filter process by modifying the qPav derivation process so that the base layer QP is also taken into account when the enhancement layer blocks have no transform data, the enhancement layer blocks have similar motion vectors with the same ref_idx, and the residual of the blocks is predicted from the base layer. Specifically, the average of the base and enhancement layer QPs is used, rather than just the enhancement layer QP.  The modified qPav derivation process provides experimental results under the JVT common conditions that range from a maximum benefit of +0.42 dB PSNR and a maximum penalty of -0.11 dB. When the enhancement layer QP is within +/- 8 of the base layer QP, a PSNR difference of [-0.077, +0.056] dB is reported.  For such cases, the average PSNR difference is reported to be -0.001 dB.
5.12. Bit-depth scalability

JVT-V061* [Y. Gao, Y. Wu] Bit depth scalability

In this contribution, we are proposing a technical solution to bit depth scalability that is compliant to current SVC standard. There is no new syntax element needed to support bit depth scalability. Only a novel process of inter-layer bit depth prediction shall be invoked during the decoding process. Implementation of bit depth scalable coding was accomplished based on JSVM7.12 and experimental results are presented. Comparison results show that the proposed bit depth scalable coding outperforms simulcast on average 4.45 dB for 8-bit to 10-bit scalability.
JVT-V078* [M. Winken, H. Schwarz, D. Marpe, T. Wiegand] SVC bit depth scalability 

This document presents basic concepts for supporting scalability in terms of sample bit depth within SVC.  The current SVC draft supports various methods for providing scalability in terms of SNR and spatial resolution, but currently all the SNR and/or spatial layers have to be encoded using the same sample bit depth, since there is no special treatment for the case that the sample bit depths vary.  There may be applications which would benefit from a design where, for example, an H.264/AVC compatible video sequence coded with a sample bit depth of 8 bit is extended in a backwards-compatible way to a 10 bit version.  This document gives an overview over the basic concepts which can be used to achieve this new type of scalability and shows first preliminary results.

5.13. Error resilience
JVT-V102* [V. Bottreau, E. Frangois, J. Vieron] SVC profile B: prelim results
This is an information contribution that presents some first results on SD / 720p / 1080p resolutions obtained using SVC Profile B as preliminary defined during the last (Hangzhou) JVT Meeting.
JVT-V103* [V. Bottreau, E. Frangois, J. Vieron] SVC profile BIntra: prelim results

This is an information contribution that presents some first results for supporting SVC Profile Bintra as preliminary defined during the last (Hangzhou) JVT Meeting. Results reportedly show that an AVC Simulcast approach results in a bit-rate increase from around 10 % up to 45 % in comparison with SVC for achieving the same PSNR quality on each spatial resolution.

5.14. Applications and profiles
JVT-V056* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux, V. Bottreau, E. Francois, J. Vieron] On SVC Profile A

This contribution proposes some tools to be added to the SVC profile A designed for mobile and videoconferencing applications. It proposes to allow the use of B frames in SVC enhancement layers to improve SVC performances of this profile.
JVT-V057* [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Extension of SVC profiles and levels

This contribution introduces the notion of scalability class. A scalability class is a kind of sub-profile of an SVC profile. It indicates which kind of scalability is used in the stream. It indicates the ratio of spatial scalability or the coding type of SNR refinement. It is asserted that this information allows a decoder to know what part of an AVC stream it is able to decode. Furthermore, it proposes to introduce a layer_id in the sequence parameter set to indicate to which dependency_id the SPS refers.
JVT-V086* [A. Eleftheriadis] SVC profile for videoconferencing

This contribution presents considerations for the SVC profile for videoconferencing (Profile A). Specifically, the contribution proposes: a) support for slice groups up to type 2, b) the mandatory use of nested temporal prediction structures,  and c) mandatory use of temporal level 0 picture indices in the NAL header extension for SVC. The contribution also proposes particular verification test scenario that are deemed suitable for videconferencing applications.
JVT-V092* [M. Karczewicz, H. Chung, P. Sagetong] SVC CBP coding for CGS enhancement layer

This contribution proposes modifications to CBP coding for CGS enhancement layer when VLC mode is used. Modifications to the mappings between CBP values and the Exp-Golomb code numbers as well as to decision criteria of how to switch between those mappings are proposed. The average improvement for Intra only coding is reportedly around 2% for CIF and 2.5% for 4CIF, and 1% for Inter coding (CIF).
JVT-V118-Q [S. Regunathan] Verif JVT-V092

<<abstract not yet available>>

JVT-V104* [V. Bottreau, E. Frangois, J. Vieron] Verif JVT-V092 SVC CBP coding for CGS

This document reports cross-check results of proposal JVT-V092 entitled “CBP Coding Enhancements for CGS Enhancement Layer” from Qualcomm. As a verification task, coding and decoding performance check was carried out. For further validation, please see the proposal report. The results presented in JVT-V092 were reportedly confirmed.

JVT-V093* [M. Karczewicz, H. Chung, P. Sagetong] SVC CAVLC for CGS enhancement layer

This contribution proposes modifications to CAVLC residual coding in CGS enhancement layer for SNR scalability. Currently CAVLC coefficient coding is same for base and enhancement layers. However, this document reports certain differences in coefficients statistics for base and enhancement layers, which are exploited to increase coding efficiency of the CGS enhancement layers. The improvements are reported together with CBP modifications described in JVT-V092 and on average are ~3% for Inter (CIF, 3 layers) and ~5% for Intra only coding.
JVT-V110-Q [X. Wang] Verif JVT-V093
<<abstract not yet available>>

JVT-V094* [P. Sagetong, M. Karczewicz, H. Chung] SVC ESS enhancement
This contribution proposes to include “partially” embedded macroblocks in the scaled base layer window to be eligible for inter layer prediction. These macroblocks of enhancement layer may have no corresponding macroblock in base layer. The contribution proposes to inherit the texture and motion data from the available overlapped base layer macroblocks. The proposed changes reportedly show that the improvements are in the range 0.75-3.00% for GOP and 0.05-5.40% for Intra-Only.

JVT-V122-Q [Y. Su, A. Segall] Verif JVT-V094 SVC ESS

<<abstract not yet available>>

JVT-V109* [J. Ridge, X. Wang, M.M. Hannuksela, Y-K. Wang] SVC FGS profile 

This document outlines one use case for the so-called “Profile C” proposed for SVC, and presents some results comparing FGS and MGS/CGS.  It is claimed that AR-FGS offers the ability to respond to forced bit rate adaptation in a more graceful manner than MGS in a low-delay environment, with simulation results claiming a gain on the order of 2 dB on average.  The addition of spatial scalability to “Profile C” is proposed.
5.15. Other SVC
JVT-V064* [Z. Lu, J. Zheng, W. Lin, S. Rahardja] Deblocking filter for ROI SVC

The Region-of-interest (ROI) based video coding within the SVC framework can be implemented by making use of Type 2 Flexible Macroblock Ordering (FMO), which marks independent rectangle regions/slices inside a frame by their top-left and bottom-right coordinates. By employing the proposed scheme, more bits can be allocated to one or more ROIs in a frame to guarantee a high perceptual quality, or to fulfill some special functionality. Owning to the fact that the frame is separated into independent regions, and the regions can be assigned with different SNR, spatial and temporal quality, it is asserted that there will be strong blockiness around the ROI boundaries.
JVT-V126-Q [H. Schwarz, T. Wiegand] Impl & perf of FGS, MGS, and CGS

<<abstract not yet available>>

JVT-V127-Q [H. Hubert, V. George, T. Wiegand] Complexity FGS, MGS, and CGS

<<abstract not yet available>>



6. JVT SVC non-normative modifications

6.1. Encoder / extractor optimization
JVT-V079* [D. Alfonso] SVC low complexity MB mode decision

Reference SVC encoder adopts Lagrangian Rate-Distortion Optimization for both motion estimation and macroblock mode decision to achieve optimal compression performance, at the cost of a relevant amount of computation required. In this contribution it is shown that by including in the JSVM encoder the same low-complexity macroblock mode decision method used in the reference JM H.264/AVC encoder, it is possible to obtain on average from 44% to 54% reduction in the computation time dedicated to non-motion estimation tasks during the Base Layer encoding process, with an average loss of compression between 4.5% and 6.5% and average Y-PSNR loss below 0.5 dB.
7. JVT SVC informative contributions

8. JVT 4:4:4 coding normative modifications
JVT-V053* [S. Sekiguchi] Comments on 4:4:4 FPDAM

This contribution presents the content of ballot comments on 4:4:4 FPDAM from National Body of Japan contained in the summary of voting submitted as a contribution to the MPEG Marrakech meeting.
JVT-V065* [H. Yu] Prop changes to the 4:4:4 profiles in JVT-U204

This contribution summarizes the problems that have been found for the High 4:4:4 Intra and High 4:4:4 Predictive profiles in JVT-U204 “Joint Draft 5 of All-Intra and High 4:4:4 Predictive profiles amendment to ITU-T Rec. H.264 & ISO/IEC 14496-10 (Amendment 2 to 2005 edition)”, and provides solutions with the proposed text changes.
9. Base specification
JVT-V055* [J. Luo, L. Zhu, P. Yin, C. Gomila] On HRD conformance for splice bitstreams

Stream splicing is frequently used in applications such as video editing, parallel encoding and advertisement insertion.  One of the major challenges of stream splicing is to ensure Hypothetical Reference Decoder (HRD) compliancy as specified in Annex C. Actually, when independently created HRD compliant streams are concatenated, it is asserted to not be possible to guarantee that the spliced stream will also be HRD-compliant.
JVT-V060* [Z. Chen, Q. Chen, X. Gu] Video annotation SEI message 
Traditional compressed video bit stream can not support the function of fast video retrieval without decoding process. This document tries to propose an extensible video annotation SEI message for H.264/AVC to support the applications of fast video retrieval. Based on a former proposal of JVT-U059, more detailed application prototypes and comments for needs are identified, possible test material and experiments definitions are suggested, the intrinsic concern of the proposed video annotation syntax is restated, and a refined scheme is illustrated.
JVT-V083* [Hendry, M. Kim] Tree-based redund slice coding for err resil

This document proposes the averaging and differencing operation between primary-coded slice pairs to generate redundant slices for error resilience. The average can further be processed hierarchically in the tree-like structure with other average or primary-coded slice from the same frame. After this process, there will be one average slice and several difference slices as redundant slices to represents/backs up a group of primary-coded slices. This average slice and difference slices can be sent in different packets as redundant slices with different priority and later be used if one of its primary picture packets is lost. The advantage of the proposed method is for a lost slice, it can be collaboratively recovered by using combinations of other slices and redundant slices. The number of possible combinations to recover a lost slice is proportional to the number of primary-coded slices used together to produce the redundant slices, which is 2n – 1, where n is the number of the primary-coded slices.

10. SEI messages
JVT-V099* [T. Rathgen, P. Amon, A. Hutter] File format metadata SEI

This contribution proposes to use an SEI message to store meta data statements which are defined with the AVC File Format.  In the File Format an optional meta data track can be used to store meta information in a time and structure synchronized way, e.g. on bit-stream thinning for every NAL unit in the stream. If transport of this meta information is desired, the encapsulation of meta data statements within a SEI message reportedly ensures synchrony between video coding data and meta data without the necessity of defining new transport schemes. Furthermore, the document claims that any existing AVC transport environment can then be used.

11. Multi-view coding

11.1. CE 9 & related docs: illumination compensation
JVT-V063* [J.-H. Yang] CE9: Derivation of MVC illum comp info
This contribution proposes a modification of the part “2.3.2 ICA MC for Skip and Direct modes” in JMVM2.0 [1]. Unlike the P_Skip mode, the B_Direct_16x16 and B_Skip modes require the transmission of IC information ( mb_ic_flag and dpcm_of_dvic ) in the current JMVM model. The proposed scheme derives the IC information from the neighboring blocks in the B_Direct and B_Skip modes, which is in line with the H.264/AVC design. The simulation results reportedly indicate that this contribution gives no loss of coding efficiency and the proponent asserts that the syntax is made simple.
Proponent not present on Sat 3 p.m.

JVT-V101-Q [J.-Z. Xu] CE9: Verif JVT-V063 MVC illum comp

<<abstract not yet available>>

JVT-V033* [G.H. Park, M.W. Park, D.Y. Suh, K. Kim] MVC deblocking for illumination compensation

(Not actually part of CE9, but related)

The current deblocking filter for MVC does not consider the IC mode especially in the INTER prediction. Many IC blocks are SKIPPED or DIRECT macroblocks as well as 16x16 INTER blocks. Therefore, deblocking may skip the filtering due to the boundary condition of bS = 0. Thus, most of blocking artifacts are subjectively shown to users because filtering is not carried out. In this contribution, MVC deblocking is introduced to improve subjective picture quality by eliminating blocking artifacts caused by illumination compensation. In the proposed deblocking, the boundary filtering strength (bS) is set as 1 in case the IC is applied to both comparing blocks and also their IC values are not same, or IC is applied to only one comparing block (the other block is not coded by IC mode), even though the current boundary condition for deblocking satisfies that the filtering is not necessary (bS = 0).
It was suggested by the proponent that the proposal be considered a bug fix to correct the blocking found when using illumination compensation.

Subjective quality?  Not shown, except still-frame examples.

Remark: There was a prior CE, and still-frame examples that seemed to show a need for action when viewed as still frames, but not when viewed as video.

Additional notes below on section for JVT-V051.

JVT-V051* [W.S. Shim, H.S. Song, Y.H. Moon, J.B. Choi] Deblocking filter on illumination compensation

(Not actually part of CE9, but related)

In this document, a deblocking filter is proposed when use the illumination compensation method on multi view video coding. The proposed deblocking method is asserted to improve the subject quality in spite of maintain the object quality.
Need effort to determine whether phenomena are visible and to work out the differences with JVT-V033 (and whatever else may arrive).
What differences between the two methods?  Reply – similar.

JVT-V033 first performs ordinary deblocking and then checks whether an edge has been filtered or not; if not, then checks whether there is an IC difference or not (at the end of the process).

Remark: It seems rather obvious that if IC had been part of the base design, the deblocking filter would have been designed to account for it, so most likely the deblocking process should be adjusted for it in some way.

Side activity to study differences and commonalities, and begin considering how to measure complexity and quality impact.  Coordinated by W.S. Shim and G.H. Park.  Revisit.

11.2. CE 10 & related docs: view interpolation
JVT-V048* [S. Yea, A. Vetro] CE10: View synthes`is prediction

This contribution reports progress for CE10 on view synthesis prediction for multiview coding.  The most notable update is support for skip and direct modes based on view synthesis references. The contribution also discusses the trade-off in precision for depth values and correction vectors, applied CABAC encoding for correction vectors, and made improvements to the proposed depth search algorithm. Average coding results on anchor-frames reportedly do not show any gains, but the contribution reports a belief that here are still several interesting issues to explore further.
Recommends continuing core experiment.

JVT-V049* [T. Senoh] CE10: Experiment relating to CE10 view synthesis

Experimental results of view synthesis based on the block-shape-adaptation of reference pictures were reported. For non-temporal coded pictures, some gain was reported over the block-translation-only prediction in some cases.
<<proponent not present>>
JVT-V080* [Y.S. Ho, C. Lee, K.J. Oh, B.H. Choi, J.H. Park] CE10: MVC using view interpolation

In this document, an additional picture coding method named ‘VIP P-picture’ coding is described based on the proposed view interpolation by GIST and KETI for multi-view video coding. The proposed view interpolation method can reportedly improve quality of interpolated images using initial disparity estimation, variable block-based disparity estimation, and pixel-level disparity estimation using adjusted search range. The interpolated intermediate images are used as reference frames for multi-view video coding. ‘VIP P-picture’ coding has been included and motion vector prediction has been modified in order to exploit the interpolated image.
On a few sequences, 0.15 overall gain (gain for sequences with close camera settings).  Applied only to the some views using B pictures in anchor frames.  Best views (the views that used this) got 0.5 dB gain average.  Average over 1 second for two sequences (Akko & Kayo and Rena).
Used JM 1.0 (not JM 2.0).

Interesting – shows gain.  Further study in continued CE.

JVT-V096* [H. Kimata, S. Shimizu, T. Fujii, M. Tanimoto] CE10: View interpolation prediction

This document reports experimental results of the proposed View Interpolation Prediction in CE10 for Multi-view Video Coding (MVC).  Average results of all test sets were reportedly 3.57% improvement for anchor pictures (best results reported about 32% in bit rate savings for low bit rate range, or 10% BD savings in a sequence).  The document asserts that there is more potential for improvement of coding efficiency when some color correction technique is incorporated with the proposed View Interpolation Prediction. Gain concentrated in lower bit rate range and on 2 sequences: Rena and Akko&Kayo.
Remark: Because these used close camera conditions.

Alternative prediction structure version of these sequences “Rena2L” and “Akko&Kayo2L” was included in the tests.
Since two version of the best-performing sequences were included in the average, the reported average does not really represent a true average.
Current test sequences reportedly have color mismatch and misalignment issues.  Color correction, performed after reconstruction had a significant quality impact.  Color misalignment should properly be removed before encoding.

Proponent recommends that “Test sequences should be properly selected for target application and in addition color of test sequences should be normalized”.

Remark: Ballroom and Exit were color corrected prior to being performed prior to being provided (and intensity comp does not work on those sequences).

Not possible really to go back and color correct the sequences properly after-the-fact. Ideally, hold up a color chart to the camera prior to shooting the film.
Proponent suggests continuing CE with change of selected test sequences – produce better material – preprocessing using same software.  Same software for all to use, or distribute modified sequences?
11.3. “CE 11” & related docs: Disparity and Motion Vector Coding
It was noted that no CE description for this CE was provided until approximately two weeks prior to the Marrakech meeting. This violates the JVT guidelines for core experiments (some description of which should be available on the last day of the meeting, and the final description of which should be available three weeks before the next meeting). The input documents on this subject are therefore not considered a CE for this meeting, but rather as ordinary proposals.
JVT-V052* [H.S. Song, W.S. Shim, Y.H. Moon, J.B. Choi] MVC skip mode

<<get abstract>>

<<proponent suggested to present on Sunday>>

JVT-V069* [H.-S. Koo, Y.-J. Jeon, B.-M. Jeon] CE11: MVC motion skip mode

This document proposes a motion skip mode for MVC which is generated from the idea that there is a similarity of motion between the neighboring two views. In the proposed method, the motion information is inferred from the corresponding macroblock in the picture with the same temporal index of the neighboring view. Since the disparity between two views exists, the disparity vector for each macroblock is derived and applied to find the corresponding macroblock in the neighboring view. Experimental results assert that the proposed method significantly improves the coding efficiency in terms of RD cost.
Adds a flag at the macroblock level.

JMVM 1.0 software.

QP = 22, 27, 32, 37.

Signif gain on a couple of sequences out of 8 total (Rena 7.7% and Race1 4.4%).  On the other six sequences, no gain was found.
Question: Can this be implemented just with reference picture reordering?  Seems likely, although our draft/software does not do that.  That’s a question we need to answer.  Plus we have a number of roughly-similar contributions.  Likely to need a CE and/or AHG.  Revisit.
JVT-V070* [K. Sohn, Y. Kim, J. Seo, J. Yoon, J. Kim] CE11: Verif LG JVT-V069

This document reports the cross-check results of JVT-V069 “CE11: MVC motion skip mode” by LG. The source code, configuration files and coded bitstreams were provided. The verification has been performed by decoding the bitstreams provided by LG. The simulation results of JVT-V069 were reported to have been confirmed.
JVT-V071* [H. Yan, J. Huo, Y. Chang, S. Lin, P. Zeng, L. Xiong] MVC region disparity based motion & disparity

Before the procedure of disparity estimation, the coding picture is divided into several regions with different disparities, and then each region is compensated by its own regional disparity. In the process of motion estimation, when all neighboring blocks are view predicted, based on predicted disparity vector of current block, this document asserts that the precision of motion vector prediction can also be improved by using the motion vector of corresponding block in adjacent view.
Experiments using JMVM 2.0.  Approximate gain for “Ballroom” and “Exit” sequences: 0.1 dB.

“Flamenco2” sequence (reported in new revision of contribution), search range = 16, gain: 0.7 dB; search range = 32, gain 0.2 dB.

Proponent recommends to set up CE on disparity and MV coding.  Seems likely – work to determine how to investigate.

JVT-V072* [H. Yan, J. Huo, Y. Chang, S. Lin, P. Zeng, L. Xiong] MVC extended direct mode

This document asserts that there exist two kinds of reference pictures in the reference picture list in MVC (intra-view and inter-view). A pair of reference pictures is chosen as the reference pictures of spatial direct mode in AVC.

This contribution proposes an “extended spatial direct mode” for increasing the number of the macroblocks with the “direct” mode using inter-view reference picture as reference picture. The proposed method was reported to show about 0.05 dB PSNR gain in TV pictures with their view level equal to 1 or 2.
The reported gain is very small, concentrated at low bit rates and only on a couple of sequences.
Contribution noted.

JVT-V073* [P. Zeng, S. Lin, L. Xiong] MVC auxiliary MV prediction

This contribution proposes an auxiliary Motion Vector prediction scheme to encode V Frame.
Experiment results not completed yet.  Revisit.

11.4. High-level syntax
JVT-V043* [Y. Chen, Y.-K. Wang, M. Hannuksela] MVC reference picture list construction 

This document proposes a reference picture list construction (RPLC) process for MVC. The list initialization process first performs the AVC list initialization process for intra-view reference pictures and then appends inter-view reference pictures. After list initialization, the reference picture list reordering (RPLR) process is invoked to reorder both intra-view and inter-view reference pictures.
Implementation?
Comment: more evaluation wrt coding efficiency.
Adopt.
JVT-V044* [Y. Chen, Y.-K. Wang, M. Hannuksela] MVC reference picture marking

In this proposal, a solution is proposed for the reference picture marking of those pictures that are used only for inter-view prediction. In the proposed solution, the nal_ref_idc of a coded picture is greater than 0 if and only if the picture is used for intra-view inter prediction. That is, when a picture is used for inter-view reference and is not used as a reference picture for the pictures belonging to the same view, it is not marked as “used for reference”.
Proposal:

Set nal_ref_idc = 0 for pictures that are not used for inter prediction

Interpret MMCO commands only in temporal direction

Adopt unless it is shown to be broken. Revisit.
JVT-V054* [P. Pandit, P. Yin, C. Gomila] MVC high level syntax

This contribution presents two independent proposals to the existing MVC specification. One relates to introducing view coding order information in the SPS syntax and the other relates to changing the condition for transmitting ref_idx_lx flag in the macroblock layer.
Discussion on scope of MVC project:

Input to the decoder can be a bitstream representing M views of a scene. Experiments with M equals 2, 5, 8, 16, 900 have been reported.
Output can be either 1, 2 or N views. The N views are horizontally arranged. Currently, N is known to be 32 as a practical value.
Fixing order of views in bitstream: not adopted

More flexible signaling of inter-view dependency: adopted
Allowing gaps in view numbers: adopted.
JVT-V062* [H. Nakamura, M. Ueda] MVC H-L issues and MVC dependency SEI

It is asserted that there are still some indefinite MVC high-level issues. The descriptions of the multi-view dependency SEI message in the JMVM2 Annex depend on the indefinite issues. This contribution describes some comments to clarify the indefinite issues.

JVT-V075* [P. Yang, X. Xu, G. Zhu, Y. He] MVC view parallel processing

A view parallel coding architecture will be presented in this proposal. To achieve a high coding efficiency in multi-view video coding, inter-view reference is used to exploit the dependency of different views. Consequently, the parallel processing ability is deteriorated. The proposed method restrains the prediction between pictures at the same time slot in different views, but allow the other kinds of inter-view prediction, thus all of the views can be parallel processed with low delay while achieving a high coding efficiency.
JVT-V076* [P. Yang, X. Xu, G. Zhu, Y. He] MVC reference picture list construction

This contribution will present a multi-view reference list construction process while initialize the reference picture lists. In simulcast video coding, the reference list is composed by sorting the decoded picture with the picture index, for example POC or PicNum. But in the multi-view video coding, the inter-view prediction is employed, and this document asserts that reference list construction should consider the intra-view prediction and inter-view prediction. The proposed method ranks these two types of pictures according to the picture index and view index, and then generate the reference lists. As a result, about 1.5 dB coding gain compared with simulcast can be achieved.
Comment: experiments only compare to simulcast.

Does not provide adaptive reordering capability. Contribution noted.
JVT-V085* [A. Vetro, S. Yea] MVC clarification of marking process

This document identifies potential ambiguities in the current text for the decoded reference picture marking process in MVC and proposes several clarifications. Specifically, the conditions for (1) when a picture is not necessary for decoding subsequent pictures in decoding order from different views and (2) when a picture is not necessary for decoding subsequent pictures in decoding order from its own view is provided. These clarifications are proposed as informative notes, but they may also be considered part of the normative text.
11.5. Other technical inputs on MVC
JVT-V097* [H. Kimata, S. Shimizu, T. Fujii, M. Tanimoto] Pred structure for free viewpoint TV

Free viewpoint TV (FTV) is one of target applications of Multi-view Video Coding (MVC).  The the essential feature of this application is that it allows the user to change the view point freely. To achieve that, the document asserts that they images to be used for generation should be decoded at very low delay.  This document proposes a prediction structure for the FTV to enable such very low delay decoding.
JVT-V098* [K. Ugur, J. Lainema, H. Liu, Y.K. Wang] MVC parallel decoding info SEI Message 

JVT-U068 introduced a Parallelly Decodable Slices concept for MVC to enable parallel encoder/decoder operation of different views. This document asserts that the main idea was to use certain encoder restrictions so that any macroblock in a certain view is allowed to depend only on reconstruction values of a subset of macroblocks in other views. This way, the resulting bitstream could be decoded in a parallel fashion as the decoder of a certain view need not to wait for its view-reference to be completely reconstructed.

In this contribution, the original proposal (JVT-U068) is modified by signaling the encoding constraints with Parallel Decoding Info SEI message. This way, the document claims that no low-level changes are required in the decoding process, and decoders not using parallel operation could still operate in a conventional fashion. Also, the scheme in JVT-U068 is modified so that there is minimal penalty on coding efficiency to enable parallel operation. Compared to simulcast, similar parallel operation is achieved with a reported 0.81 dB gain on average relative to something, as inter-view redundancies are still exploited. Compared to the anchor method, where the decoder needs to run multiple times faster to simultaneously output pictures from different views, the penalty to have parallel operation is reportedly less than 0.025 dB on average.

11.6. MVC reference software, common conditions, encoder optimization
JVT-V017* [P. Pandit, A. Vetro] AHG Report: JMVM soft & new func integ
The status of the JMVM software was reviewed.  A number of issues were discussed.

The work completed so far can be summarized as follows:

· Assembler: Created an assembler module to assemble N views to a single bitstream

· Encoder: simplified encoder cfg files and interface

· Encoder: Auto generate RPLR/MMCO commands

· Decoder: Single process decoder implementation

· Decoder: Simplified decoder interface

· Decoder: Write separate YUV files for each view

· Decoder: Maintain single (shared) large DPB

During the re-architecting of the reference software, a number of issues came to light. The major issues are as follows.

· disabled co-located condition for inter-view (limitation of s/w) 

· inter-view picture replaces last entries of temporal init i.e. in the reference software num_ref_idx_lx_active_minus1 implies (temporal+view)

· an AVC compatible SPS needed to decode AVC compatible view only

· output order of views is not sequential or parallel. It is on an as ready basis.

Other minor issues include:

· All the macros need to be cleaned up & removed permanently

· encoder/decoder trace file for each view needed 

· Need to improve debug output format

A draft software manual for the JMVM software has also been started. The manual still needs further work before it could be finalized. The manual has been added as part of the JMVM reference software module.

The AhG on JMVM software and new functionality integration recommended
1. To add Chen Ying as a JMVM software coordinator and AHG co-chair

2. To further refine the reference software to clearly reflect the JMVM text

3. To remove all JSVM related directories, projects and files from the JMVM module to simplify the directory structure

4. To discuss the issues present in the current version of the JMVM as mentioned above

5. To improve the software manual created for JMVM

6. To follow the same software integration guidelines present in JSVM (repeated below)

Software guidelines and rules were provided.

What to do about the colocated condition problem? Implemented in inter-view prediction for the AVC compatible view (for anchor pictures only).  Can’t use (according to spec method) for other view – need help.

JVT-V082* [K. Sohn, Y. Kim, J. Seo, J. Yoon, J. Kim] MVC encoder optimization

This document presents encoder optimization techniques for MVC. Mainly, prediction structure was modified to obtain improved results. The proposed encoder reportedly obtained 0~0.4dB gain for the test sequences.
JVT-V124-Q [H.-Y. Lin] Alg for disparity estimation in MVC

<<abstract not yet available>>

12. JVT proposals of additional profiles and levels

13. JVT errata and clarification issues for AVC
Output document JVT-V210 to be produced incorporating issues noted herein and others identified by the editor of the output document, Gary Sullivan.

14. JM encoder optimization

15. JVT internal operating rules

JVT decision: The following clarifications/adjustments of JVT operating rules have been adopted.

The JVT decided that participants shall to refrain from long (=more than 4 Minutes) presentations of their proposal, if the results of their coding efficiency experiments have provided less than 2% bit-rate on average (or equivalently 0.1 dB gain on average).

Presentations should also not use "cherry picking" of results for summary reporting in abstracts and presentations.  <<clarify>>
Regarding late contributions: Due to our difficulties with a large quantity of late-submitted contributions at this and other recent meetings, the JVT has agreed that for its next meeting, no late-uploaded (non-AHG-report, non-liaison) contribution will be presented without having a minimum of 4 JVT participants (working for organizations other than that of the primary contribution author) recorded by name as supporting the allowance of such a presentation, in addition to a consensus of the general JVT membership to allow the presentation.  Such support to allow a presentation is to be understood to not necessarily imply support of the adoption of the content of the late contribution, but only as a positive expression that the document should be allowed to be presented.  Additionally, the provider of a presented late contribution shall send an email apology to the JVT email reflector.  This rule does not apply to material requested by the JVT at the meeting (e.g., reports of JVT-authorized side activities).

<<add discussion of need for presentation uploads>>

All submissions must be made in JVT-Uxxx.zip format with the word docs, excel sheets and other information being in the zip container. The document must contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words and is written in 3rd person in a manner that does not express endorsement of the content of the document.

On filenames inside of .zip containers – use a filename so that if you take the files out of the zip container, you'll still know what contribution they came from. Every file in the .zip container for document JVT-Uxxx should start with JVT-Uxxx.  Example: JVT-Uxxx.doc (main document), JVT-Uxxx_presentation.pdf, JVT-Uxxx_results1.xls, etc. PDF is preferred over PPT for presentations when the PPT filesize is large and there is no need for the slide deck to be editable by others.

When providing additional or revised files, do not include copies of files that were already included in the prior .zip archive for the same contribution and do not re-use the same filenames without adding revision numbers (r1, r2, etc.) – this saves us needing to worry about whether the files we get with the same filenames are the same or different.

Independent verification (necessary for adoption of a proposal) is provided either through 

a) independent implementation by 1 or more company different than the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available and one encoder version)

b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

Simply running binary executables provided by a proponent is not ordinarily considered independent verification.  Source code should be provided and used, and the verifying party should invest a proper degree effort to ensure that the “verification” they perform is a meaningful and professional study with significant depth rather than just a perfunctory procedural formality.

For every SEI message and every syntax element that are currently in the SVC draft, a showcase has to be provided in order to retain it in the JSVM/WD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/WD. The source code and executables for the showcase must be made available.

A first CE description must be available at the last day of the meeting. Changes of the CE description are only allowed until 3 weeks prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.
Contributions that are proposals of new technology that was not what was described as being tested in a CE (even if related to the tested technology) should not indicate that they are for a CE in their title and abstract.
16. List of adoptions

Person listed in bracket is responsible for provision of text and software integration.

16.1. Normative SVC adoptions into JSVM

16.2. Non-Normative SVC adoptions

16.3. SVC software adoptions

16.4. Normative 4:4:4 adoptions

16.5. Normative MVC adoptions

16.6. Other normative adoptions

16.7. Other non-normative adoptions

17. Software integration plan

18. List of AHGs established

JVT project management and errata reporting (jvt-experts@lists.rwth-aachen.de), Chairs: Gary Sullivan, Jens Rainer Ohm, Ajay Luthra, and Thomas Wiegand

Continue mandates from previous meetings.

JM text and reference software (jvt-experts@lists.rwth-aachen.de), Chairs: Thomas Wiegand, Karsten Sühring, Alexis Tourapis, and Keng Pang Lim

Continue mandates from previous meetings.

AVC bitstreams  and conformance (jvt-bitstream@lists.rwth-aachen.de), Chair: Teruhiko Suzuki 

Continue mandates from previous meetings.

AVC professional applications (jvt-experts@lists.rwth-aachen.de), Chairs: Teruhiko Suzuki

Mandates:

· To define test conditions for the investigation of 4:4:4 video coding tools.

· To investigate the complexity of 4:4:4 video coding tools.

· To maintain the specification and software for 4:4:4 coding

· To study profile definition

AVC video annotation (jvt-experts@lists.rwth-aachen.de), Chairs: Jens-Rainer Ohm, Thomas Wiegand

Mandates:

· Identify applications 

· Work out suggestions for needs 

· Find/create test material

· Define experiments 

JSVM software and new functionality integration (jvt-svc@lists.rwth-aachen.de), Chair: J. Vieron, M. Wien, H.Schwarz

Mandates:

· Coordinate JSVM software integration

· Coordinate bug-fixing process for the JSVM software

· Maintain JSVM software manual

JSVM and JD text editing (jvt-svc@lists.rwth-aachen.de), Chairs: Julien Reichel, Heiko Schwarz, Mathias Wien

Continue mandates from previous meetings.

SVC spatial scalability, resampling and inter-layer prediction (jvt-svc@lists.rwth-aachen.de), Chairs: Shijun Sun, A. Segall

Mandates:

· To consider alternative inter-layer residual prediction methods to improve coding efficiency.

· To consider adaptive filter design for the luma upsampling.

· To consider practical (or shorter) downsampling filter design for both dyadic and non-dyadic cases.

· To conduct experiments to evaluate the coding performance and (when necessary) visual quality comparing to the current JSVM.

SVC High-Level Syntax and Error Resilience (jvt-svc@lists.rwth-aachen.de), Chairs: Ye Kui Wang, S. Pateux, P. Amon, T. Schierl

Mandates:

· To optimize high-level syntax for NAL unit header, SPS, PPS and slice header

· To study whether the AVC HRD is suitable for SVC

· To study the adaptation of AVC SEI messages for SVC use

· To study enhancements to scalability information SEI message

· To consider SVC restrictions

· To refine the error resilience test conditions if needed

· To study error resilience in scalable video applications

· To build error resilient simulation environment

SVC interlaced Coding (jvt-svc@lists.rwth-aachen.de), Chairs: Jerome Vieron

Mandates:

· To refine test conditions for validation and evaluation of interlace tools

· To complete the implementation of interlace tools in JSVM software

· To investigate solutions for improving inter-layer prediction for interlace material

· To evaluate SVC interlaced coding tools for different use cases

SVC quantization, CAVLC and CABAC (jvt-svc@lists.rwth-aachen.de), Chairs: Justin Ridge, Detlev Marpe, Gary Sullivan

Mandates:

· To reduce complexity and cleanup of quantization, CABAC and CAVLC methods in SVC.

SVC Complexity Reduction (jvt-svc@lists.rwth-aachen.de), Chairs: H. Schwarz, Y. Bao

Continue mandates from previous meetings.

SVC residual prediction modification (jvt-svc@lists.rwth-aachen.de), Chair: Yiliang Bao

Mandate:

· To investigate adding a switch for residual prediction in case of smooth reference prediction.

SVC enhanced spatial scalability (jvt-svc@lists.rwth-aachen.de), Chair: Jerome Vieron

Mandates:

· To consider alternative inter-layer motion prediction methods to improve coding efficiency.

· To consider alternative inter-layer texture prediction methods to improve coding efficiency.

· To consider alternative inter-layer prediction methods to reduce the complexity of the current design.

· To evaluate requirements for ESS regarding the SVC profile definition.

SVC bit depth and chroma format scalability (jvt-svc@lists.rwth-aachen.de), Chairs: Yongying Gao, Andrew Segall, Thomas Wiegand

Mandates: 

· Identify applications

· Work out suggestions for detailed needs

· Find/create test material

· define experiments

· investigate software and text modification needs

· identify complexity issues

MVC High-level syntax and buffer management (jvt-mvc@lists.rwth-aachen.de), Chairs: A. Vetro, Y. Su

Mandates:

· To discuss high-level syntax for MVC including NAL unit type, NAL unit header extension, SPS extensions, slice layer and integration with SVC syntax.

· To discuss reference picture management to enable simultaneous picture output of different views and to facilitate parallel processing.

· To propose refined syntax and decoding processes for JMVM.

JMVM and JD text editing (jvt-mvc@lists.rwth-aachen.de), Chairs: Hideaki Kimata, Aljoscha Smolic, Yeping Su, Anthony Vetro

Mandates:

· To collect comments on draft, perform necessary editing and upload final document by the deadline.

· To maintain JMVM and JD document and collect comments on the text until the next meeting.

JMVM software and new functionality integration (jvt-mvc@lists.rwth-aachen.de), Chairs: P. Pandit, A. Vetro

Mandates:

· To implement high-level syntax and reference picture management process described in JMVM into the reference software.

· To implement coding tools described in JMVM into the reference software.

· To upload the software for verification and testing according to the software integration plan.

19. Resolutions conveyed to MPEG parent body

The JVT approved the following resolutions for conveyance to its MPEG (WG11) parent body.

20. Attendance

Persons registered to attend the meeting, as recorded by a sign-in sheet circulated during the meeting, were the following (xxx listed participants):
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